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Text Detection and Recognition on Traffic Panels
from Street-level Imagery Using Visual Appearance

Alvaro Gonzalez, Luis M. Bergas®Member, IEEEand J. Javier Yebes

Abstract—Traffic signs detection and recognition has been that enables the creation of up-to-date inventories ofitraf
thoroughly studied for a long time. However, traffic panel panels of regions or countries that facilitate traffic sigsting
detection and recognition still remains a challenge in comgpter maintenance and driver assistance.

vision due to its different types and the huge variability of the . . . .
information depicted in them. This paper presents a method @ ",1 this work, We, focus on trgffm pangls in the S.panlsh
detect traffic panels in street-level images and to recogrizthe territory for two main reasons. Firstly, unlike other cotes,
information contained on them, as an application to Intellgent the coverage of Street View in Spain is near complete, thus
Transportation Systems (ITS). The main purpose can be to we can create a huge and diverse dataset of images. Secondly,
make an automatic inventory of the traffic panels located in 4 far a5 we know, there is not any official database of all the

a road to support road maintenance and to assist drivers. Our traff Is in Spain. thus th ibilitieg th
proposal extracts local descriptors at some interest keypots rafiic paneis in spain, thus there aré more possibilit

after applying blue and white color segmentation. Then, imges any government or institution responsible for managing the
are represented as a Bag of Visual Words and classified using road network were interested in having an up-to-date irgnt
Naive Bayes or SVM. This visual appearance categorization of the traffic panels in Spain with the method here proposed.
method is a new approach for traffic panel detection in the st~ g easons for which these organizations may be interested

of-the-art. Finally, our own text detection and recognition method . Havi tralised datab f all the traffi
is applied on those images where a traffic panel has been deted, aré various. Raving a centralised database ot a € traic

in order to automatically read and save the information deptcted Panels supposes a rapid and economic way of evaluating and
in the panels. We propose a language model partly based onanalysing the potential dangerous situations that maye aris
a dynamic dictionary for a limited geographical area using a due to traffic panels that suffer from a bad visibility or show
reverse geocoding service. Experimental results on real iages ateriorated or outdated information. Street-level pamoc
from Google Street View prove the efficiency of the proposed . ) : . ) .

image recording services, like Street View, which have bezo

method and give way to using street-level images for differg )
applications on ITS. very popular in the recent years and have reached a huge

Index Terms—Bag of visual words, computer vision, traffic coverage of the road network, suppose a potential source

panels detection, traffic panels recognition, traffic paned inven- to rapidly know the S_tate of the vertical SignpOSt_ing of the
tory. road network, especially when the street-level images are

updated regularly. Computer vision techniques appliechim t
kind of images simplify and speed up the creation of traffic
signposting inventories, minimizing the human interattio
HIS paper presents a real application to ITS of a methda addition, these inventories can be useful not only for
to detect and recognize text in images taken from natuslpporting maintenance, but also for developing futureedri
scenarios proposed by the same authors in [1]. This tedsistance systems. In general, automatic text readingomay
reading algorithm has proved to be robust in many kinds blpful to support drivers or autonomous vehicles to find a
real-world scenarios, including indoors and outdoors gdaccertain place by simply reading and interpreting streenssig
with a wide variety of text appearance due to different wgjti road panels, variable-message signs or any kind of texeptes
styles, fonts, colors, sizes, textures and layouts, as all in the scenario, when Global Positioning Systems (GPS)
the presence of geometrical distortions, partial occhssiand suffer from lack of coverage, especially in high-densitpan
different shooting angles that may cause deformed texhitn tareas. Advanced Driver Assistance Systems (ADAS) could
paper, this algorithm is applied, including some modifimasi also benefit from text recognition for automatic traffic sign
and new functionalities, to read the information contaiited and panels identification.
traffic panels using the images served by Google Street ViewHowever, traffic panels detection still remains a challaggi
The aim of this work is, in first place, to detect traffic panelproblem due to several reasons. Firstly, there is a huge
and to recognize the information inside them showing thariability of traffic panels as each of them depicts diffdre
text detection and recognition method proposed in [1] can b@ormation, varying in size, color and shape. Moreovegy¢h
generalized to other scenarios which are completely differ are large viewpoint deviations due to the fact that the image
to those that have been tested, whithout needing to rettrain are captured from a driving vehicle. There may also be
system. In second place, we want to develop an applicatioeclusions due to vegetation or other road users. In aadlitio
weather and illumination conditions are a key problem in any
The authors are with the Department of Electronics, Pdiytec Lind of vision-based system. Apart from this, many elements
School, University Campus, 28871 Alcala de Henares, Spain . . . .
(e-mail- alvaro.g.arroyo@depeca.uah.es; bergasa@alepbces; 1 the roads or beside them can be easily confused with traffic
javier.yebes@depeca.uah.es). panels, such as advertisement panels or truck bodies.

I. INTRODUCTION
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Street View Input image L detec?lpn Te)?t . Output
and recognition geolocalization

Fig. 1: The flowchart of the proposed application

Is there
any panel?

The rest of the paper is organized as follows. Previolisminance histograms. Connected components labeling and
attempts of developing systems to recognize the informatiposition clustering is finally done for the arrangement & th
depicted in traffic panels are explained in section Il. Adifferent characters onthe panels. This algorithm is iladrto
overview of the dataset created for this application is showraslations, rotations, scaling and projective distartiout it is
in section lll. The traffic panel detection method using colaseverely affected by changing lighting conditions. In &ddi,
masks and BOVW is detailed in section IV. A brief overviewthere are many parameters and thresholds that are adagted
of the text detection and recognition method to extract thec Recognition is applied at character level, but no language
information contained in the traffic panels is presented model is applied to correct misspelled words. There is not
section V. Experimental results and main conclusions aamy information on where and how the images are extracted.
displayed in sections VI and VII, respectively. Moreover, the experimental results provided by the authors
do not show any kind of performance evaluation, so it is
impossible to know the robustness of their proposal and no
comparisons are possible, as they use their own dataset.

Traffic sign detection and recognition using computer visio
techniques has been an active area of research over the paS" the other hand, [6] proposes a method to detect text on
SE@@C panels from video. Firstly, regions of the same cal@

decade. A good survey about the main vision-based propo ] ) ; )
of the state-of-the-art for Intelligent Driver Assistar@gstems ©€Xtracted using a k-means algorithm and traffic panels eandi

can be found in [2], where a discussion about the futuflates are detectec_zl by searc_hing for flat regions p_erpeladicul
perspectives of this research line is there included. Aoiwit [©© the camera axis. The orientation of the candidate planes
ally, the work in [3] presents a recent contribution about &€ €stimated using three or more points in two successive
intelligent road sign inventory based on image recognjtiof@Mes. so this method needs an accurate tracking method
which is related to the application we propose in this papg? detgct correspondmg.pomts In successive frames. éwrth
but for traffic signs instead of traffic panels and using insag@ Multiscale text detection algorithm is performed on each
taken from a vehicle instead of images served by Google Str&andidate traffic panel area. The text detection method inte
View. grates edge detection, adaptive searching, color analgsig
Traffic panel detection and recognition has been out G2ussian Mixture Models (GMM) and geometry alignment
the scope of researchers because, on the one hand, they?3AYSiS: A minimum bounding rectangle is fitted to cover
informative signs and then, they have less priority than ti§Yery detected text line. A feature-based tracking algorits

regulatory or the warning signs. On the other hand, there ié*}f” used (th tr_ahck i" detec'?eddareas ((j)ver th? t|rrr1]ellne gs the
wide diversity of information contained in traffic panelsiain are merged with other newly detected texis in the sequence.

is difficult to analyze. In conclusion, to date there has regtrb Finally, all detected text lines are extracted for r_ef:dgljitbut _
much research on automatic detection and recognition of #h§ authors do not comment how the recognition is carried
information contained in road panels. From our knowledgg,m' In terms Qf text (_jete_cnon, th_|s_ method_ prowdes good
apart from a previous work of the authors in [4] where aﬁesults gnder dlfferen_t I|g_ht|ng_ con(_jmons and |_t is ndeafed
automatic traffic signs and panels inspection system using(rotatlon_s and prOJectNe_dlstor_tlons. It achieves an@We
active vision at night is presented, only two works have bedft detection rate of 89% in their own dataset, which is not
developed in this matter. publicly available.

The work proposed in [5] extracts candidates to be traffic In this paper, we propose a novel approach to model traffic
panels using a method that detects blue and white areaspamels using visual appearance, especifically a bag-akVis
the image using the Hue and Saturation components of therds (BOVW) technique from local descriptors extracted at
HSI space. Then, candidates are classified according to theterest keypoints, unlike the typical methods in the sti#te
shapes, in order to extract the rectangular blobs. Thisiedahe art that use other features such as edges or geometrical
through a method that correlates the radial signature df theharacteristics. A previous color segmentation stageegtide
Fast Fourier Transform (FFT) with a pattern corresponding keypoints searching in the image. The experimental resiillts
an ideal rectangular shape. Then, panel reorientatiorriieda show the effectiveness of the proposed method. The flowchart
out using an homography that aligns the four vertexes of the proposed application is shown in Fig. 1. Firstly, the
each blob. Once the panels have been detected and reorientguit images are downloaded from the Street View website
segmentation of the foreground objects from the backgrounding the API provided by Google. Then, a method based
of the panel is done by analysing the chrominance amth color segmentation and the BOVW algorithm is applied on

Il. RELATED WORK
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each frame to detect a traffic panel. In case a panel is ddtecte TABLE I: Number of panels and images in the dataset.

the text detection and recognition algorithm developedLin [ Train Test
including some modifications and new functionalities, is ap Panels | Images || Panels| Images
plied and a geolocalization method is carried out to esemdt Blue 314 613 34 480
the geographic coordinates of the panel. Do Lateral e T 35 68 24 87
ositives Blue 79 167 45 164
Upper :
White 81 199 32 123
[1l. | MAGE CAPTURE AND DATASET CREATION Negatives - 4467 - 9909
| Total || 509 | 5514 || 185 | 10763 |

The images used in this work have been obtained from the
Street View service developed by Google. It provides high-
resolution views from various positions along many streets |V. TRAFFIC PANELS DETECTION USING VISUAL
and roads in the world. These images are taken at discrete ge- APPEARANCE

ographical locations defined by a pgAT, LON) (latitude Our proposal is to apply our text detection and recognition

gnd longitude in decimal degrees respectively). Each ipasit algorithm only on those images in which there is a traffic
is around 10 or 20 .meters one from each other. _ panel in order to increase the efficiency of the system. Her th

A total of 16277 images has been extracted and two indgyhse, a traffic panel detection method has been developed
pendent subsets of images have been created, one for graifns pased on color segmentation and a BOVW approach [7].
the system, composed of 5514 images (1047 positive SaMRIGS have chosen this technique since it has become one of the
of 509 dlfferen_t panels and 4467 negative samples)_, and othes most popular in terms of classifying images. In this pape
subset for testing the system, composed of 10763 images. @l \yant to prove that BOVW is suitable to model traffic panels
the images have been obtaln.e_d from street-level imageseof Héspite the challenge that supposes their huge variability
Spanish road network, specifically from the roads shown ifhq e want to show that geometrical characteristics are not
Fig. 2 (the train set from the roads shown in red and the tegfictly needed in the detection process. The diagram aikslo
set from the roads shown in blue). We have chosen a wigesyr proposal is shown in Fig. 3. For both training and test
variety of different situations (landscapes, weather @@Tss, iy 5ges, the BOVW technique is applied only over certainsrea
times of the day) for training and all the panels of two déief o {he image given by blue and white color masks. We will
road sections for testing. Then, some complex scenarios ma¥ain later in this section the reason why we are applying
occur as it will be explained in Section VI-B. In additiongth ihese color masks. But firstly, we are going to briefly explain
panels may have different degrees of deterioration. the BOVW technique.

The BOVW method stems from text analysis wherein a
document is represented by word frequencies without regard
to their order. These frequencies are then used to perform
document classification. The BOVW approach to image repre-
sentation follows the same idea. The visual equivalent afiao
are local image features. Therefore, the BOVW technique
models an image as a sparse vector of occurrence counts of
vocabulary of local image features. In other words, it ttates
a very large set of high-dimensional local descriptors into
a single sparse vector of fixed dimensionality (a histogram)
across all images.

Firstly, features at some keypoints are extracted in tha tra
images and converted into feature descriptors, which aje-hi
dimensional vectors. Good descriptors should be able tdlaan
intensity, rotation, scale and affine transformations. His t
. paper, we compare different descriptors of the state of the a
Fig. 2: Roads from which the images have been obtained: tr SR it will be explained Iqter in this section.. Then, the saa@pl
set (red) and test set (blue) <Ff‘ejatures are clustergd in order to_ guantize the space into a

discrete number of visual words using k-means clusterihg. T
visual words are the cluster centers and can be consideiged as

In the dataset, there are two kinds of traffic panels, thosepresentative of several similar local regions. The imeaye
with blue background and those with white background. Théye represented by the histogram of the visual words, which
can be located above the road and on the right margin of tb@unts how many times each of the visual words occurs in the
road. Table | shows the number of panels of each type in bathage. To account for the difference in the number of interes
train and test sets. Since there can be several samplestof gaiints between images, the BOVW histogram is normalized to
panel taken at different distances, we also show the numib@ve unit L1 norm. The classes or categories of the input trai
of images. images are learned by a classifier. In this paper, we compare

e



IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS 4

IRezie Cluster centers Learnin,
L extraction and 5 . 2
Training images === Color masks descriptors Clustering (visual words) (SVM/Naive
compufation histogramming Bayes)
BOVW
e Cluster centers
. extraction and . . . .
Test images et Color masks descrintors Clustering (visual words) Classifier PANEL / NO PANEL
compu?ation histogramming

Fig. 3: Traffic panels detection

two classifiers: Support Vector Machines (SVM) [8] and NaivA BOVW histogram is computed to represent the whole
Bayes [9]. image and the classification decision is made by the classifie
SVM performs classification by constructing a Njpreviously trained, either SVM or Naive Bayes.
dimensional hyperplane that optimally separates the daa i After this general explanation of the BOVW technique we
two categories. The goal of SVM modeling is to find thare going to focus in its first step, the feature extractiom pr
optimal hyperplane that separates clusters of data in suckess. Since the traffic panels are located above the road or on
way that cases with one category of the target variable are the right side, two independent regions of interest areiagpl
one side of the plane and cases with the other category areobnthe images. These regions are shown in Fig. 4. Feature
the other side of the plane. The data points near the hyperplaxtraction, training and testing is done separately on each
are the support vectors and the distance between the suppegion of interest. The features are extracted at some ketgpo
vectors is called the margin. The optimum separation vghich are obtained using the Harris-Laplace salient point
achieved by the hyperplane that maximizes the margin, singetector [10]. It uses a Harris corner detector and subsiyue
in general the larger the margin is, the lower the genertédiza the Laplace operator for scale selection. Due to BOVW does
error of the classifier is. In our approach, the input data{soi not account for spatial information, a prior segmentati@ys
are the histograms representing every train image. is mandatory in order to guide the searching of keypoints
On the other hand, the basic assumption of the Naieger the potential areas to be panels in the image. In this
Bayes model is that each category has its own distributiovay we maximize the panels modeling again other areas of
over the visual vocabulary, and that the distributions afheathe image. As traffic panels can be characterized in a global
category are observably different. Suppdseis the number way by their background color, the local features are etexhc
of visual words. Let be each image representedmby= only on those regions of the images which are blue or white
[m1, ma,...my], Wherem; is a N-dimensional vector whose through two color masks. Our color masks are hypotheses to be
ith component measures the occurence frequency of‘the confirmed through the extracted keypoints and bag of festure
visual word (cluster center) in the image. Letepresent the approach. Then, using a prior color segmentation mask and
category of the image. Given a collection of training exaespl BOVW technique in cascade is an alternative approach for
the Naive Bayes classifier learns the different distrimgifor traffic panel detection without using edges or other gedoadtr
different categories. The classification decision is madélh, features, as it has been done up to now in the literature. This
which finds the class that maximizes the posterior probabilitytechnique can be generalized to detect any object chaizeder
p(c|m). by a uniform color background in the image.

CMAP = arg méaxp(c|m) (1)
Applying the Bayes rule, (1) can be expressed as in (2).
mic C
p(mlo)p(c) @)
p(m)

p(m) can be dropped out, and assuming that the distribu
tions on each category are independent, (2) reduces to (3). z

CMAP = argmax

N
CMAP = arg méaxp(c) H p(ma|c) 3) (a) Upper region of interest (b) Lateral region of interest
n=1
p(c) is the prior probability of class. Fig. 4: Regions of interest on the images

Given a test image, the nearest visual word is identified
for each of its features using the Euclidean distance betwee An efficient method to segment blue and white pixels in the
the cluster centers (visual words) and the input descgptoimages has been developed. We propose to segment the blue
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regions in the image as a combination of three independeigiscriptors have been used: SIFT [15], C-SIFT [16], Hue-
methods using a logical AND operation as in (4), where tH&IFT [17], RGB-SIFT [18], Hue Histogram [17] and Trans-
two first methods have been proposed by other authors but themed Color Histogram (TCH) [18]. They have been com-
third one is a proposal that we are making in this paper, pated using the ColorDescriptor librafy Results will be
well as the combination of the three methods. shown in section VI.

V. TEXT DETECTION AND RECOGNITION IN TRAFFIC
BlueMask = g1(x,y) AND ga(z,y) AND gs(x,y) (4) PANELS

g1(x,y) is computed using (5) as it is proposed in [11], Once the previous method finds that there is a traffic
Rz y)’ is the red channel of the image afid — 90 is the panel in an image, our text location and recognition method
optimum value according to the source article. This meth(%plfa'_neq in [1] is applied on t_h_e image. However, some
has been proved to be really useful to discard the blue regi(mocl'f'c";‘_t'OnS and new functlonalltles have been proposed in
corresponding to the sky, while keeping the blue regior?gd?rto increase the eff|C|e_ncy and reduce Fhe number(_n‘fals
corresponding to the panels, which are typically darken th®0S!tVes. Instga}d of applying the text location me_thodhe t
the sky. On the other hand, this method has the disadvantﬁgé)le Image, it Is dc_me only on those areas of the image given
that it is not able to reject dark regions in the image (black; the blue and white color masks.

gray, dark colors). This is solved using the next two methods Then, char.acter andlworo! recognition is applied. Our chz?\r-
acter recognizer described in [1] was developed to recegniz

255 if R(z,y) <T. letters from ‘A’ to ‘Z’ a_nd from ‘a’ to z and digits from
gi(z,y) = { 0 otherV\’/ise_ " (5) ‘O’to ‘9. However, traffic panels contain not only words and

numbers, but also symbols such as direction arrows andlpetro
station indications. Therefore, the system has been mddifie

On the other handg(x,y) is computed using (6) as it is X Lo
proposed in [12]H (z, ) is the Hue component of the imageto recognize also this kind of symbols. Some of the most

and T, = 200° and T, — 280° are the optimum values of common symbols that appear in traffic panels have been

the thresholds according to the authors. Unlike the prewioﬁhosen and several samples for each one have been added

method, this one is not able to distinguish between the blfﬂethe train set. The chosen symbols are shown in Fig. 5.
regions in the sky and the blue regions in the panels, and it is

not able to discard white regions in the image, but it is very ‘r N ’ *’ f K x
@ ® @© @O @@ 6O O

useful to reject colors whose tonality is completely diffier
h ® 0 K O (m

to blue, like green, red or orange.
Fig. 5: Considered symbols

[ 255 if H(z,y) > Ty and H(z,y) <T>
g2(,y) = { 0  otherwise
(6)

Finally, our proposal, apart from (4), consists of compgitin
g3(z,y) using (7), which applies the Otsu’s segmentation ) )
method [13] on the image obtained by subtracting the blue The character recognizer may fail when panels are far,
color componenB(z, y) from the red color ongk(z,y). The 2aS text |s_sr_nall and difficult to segme_ntate and recognize.
Otsu’'s method reduces the input image to a binary imadggwever, it is not necessary t(_) recognize all the characters
assuming that the input image contains two classes of pixBfrfectly. They are just an estimation, because a word rec-
or a bi-modal histogram. It computes the optimum threshof@nizer is applied later. The word recognizer is based on
that separates both classes so that their intra-classiearia @ unigram probabilistic language model that constrains the
minimal. Unlike the first method, this one is not able to disca OUtput of the character recognizer to a set of meaningfutieor
the blue regions that correspond to the sky, but it improv¥éighted to their prior probabilities. The model used infd]
the performance of the first method by rejecting dark regioh@c0gnize single words in natural images was based on the

in the image and it improves the performance of the secoRtish National Corpus (BNC), which is a compendium of
method by rejecting white regions in the image. all the words of the modern English language. However, in

this case, we are not recognizing English words, but text tha
appears in Spanish traffic panels. Therefore, instead ofjusi
93(x,y) = Otsu(|R(z,y) — B(x,y)|) (") the BNC, we use a dictionary of words that includes all the

words that the system is able to recognize, that is, hame of

~ On the other hand, the method to segment white regiogfes places and other common words that typically appear
is based on the Maximally Stable Extremal Regions methgd ¢ panels, such as “cambio de sentido” (U-turn), “via

(MSER) [14], which is a region detector that allows to dete¢fe servicio” (service road) or “centro comercial” (shompin

bright-on-dark regions in the image. center). However, we do not have any information available o
A comparison of different grey-based and color-based de-

scriptors has been carried out. Specifically, the following http:/ivww.colordescriptors.com/
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the frequency of each word, so it is not possible to compwge th « Transformed Color Histogram (TCH) [18].

prior probabilities of the words. Therefore, we are assgmin Only with SIFT, Hue Histogram and TCH, it has been
equal prior probability for all the words. possible to successfully cluster the descriptors and titzén

In order to increase the effectiveness of the recognitigflassifier, because convergence was not reached usinghtre ot
algorithm, we make use of a Web Map Service (WMS) tgescriptors.
reduce the size of the dictionary to a limited geographical Taples 11-v show the results for each defined class: blue-
area,i.e. to the nearest places. In this work, we use a revergckground lateral panels, blue-background panels atimve t
geocoding service provided by the project Cartociudad road, white-background lateral panels and white-backgou
which is an information system based on an official databaggnels above the road. Table VI shows the results for all the
of the Spanish road network, including any kind of routeganels on the right of the road regardless of their color)avhi
highways, urban thoroughfares and streets. It is supptiyedtaple VII shows the results for the panels above the road
different public state Spanish institutions and it is updat regardless of the color. The panel detection rate is eweduiat
every short time. The reverse geocoding service allows f{§o different ways. On the one hand, we use the sensitivitly an
get certain geographic data such as street addresses, nafespecificity per frame. These figures give the performance
of roads, postal codes, milestones, municipalities, prees of the system in terms of the recall and the true negative
and autonomous communities, from geographic coordinatgge, respectively. On the other hand, we give a per-panel
(latitude and longitude). Besides, these fditdT, LON) is  detection rate using a multi-frame validation process.sThi
known for every image, as it was shown in section lll.  figure is normally used by researchers when a tracking psoces

Therefore, instead of using an unique dictionary of words involved because the final goal is to provide a percentége o
for the whole country, we have created a dictionary for eveggrrectly detected panels. Images provided by Google Stree
province in Spain, each one contains the names of all tyRw are taken every 10 m to 20 m. Then, a panel can be
municipalities in the province, and another dictionarytth@s seen from 1 to 6 consecutive frames depending on the panel
a set of typical words that appear in traffic panels and do ngte and the occlusions. Additionally, BOVW classifier does
depend on the geographical position, like “centro comélcianot give geometrical information about the panels in order
“via de servicio” or “cambio de sentido”. The names of thgy implement a traditional tracking process. In our case we
capital cities of each province have been also added to {iidate a panel when it is detected in at least two consexuti

second dictionary, in order to deal with those situations fames. We apply this multi-frame detection strategy as a
which a capital city of a province is referenced in a pangfmple way of using tracking.

that is not located in the same province. The sizes of the
dictionaries depend on the province itself, but each one is Sensitivity = TP ®)
composed of several hundreds of words. TP + FN

Given an input image with its associated pair of latitude and
longitude coordinates, we make a request to the Cartociudad Speci ficity = TN 9)
server using these coordinates. Then, we use the name of ° TN + FP
the province given by the reverse geocoding service in ordersensitivity and specificity are defined as in (8) and (9). TP
to choose the corresponding dictionary. As well as this, tRgands for the number of true positives, FN stands for the
dictionary that contains the common words is also usegumber of false negatives, TN is the number of true negatives
Therefore, the language model used to recognize singleswvogghd FP is the number of false positives. The sensitivitytesla
is partly based on a fixed dictionary and partly based ont@ the system’s ability to identify positive samples, white
dynamic dictionary that depends on the province where tBpecificity relates to the system’s ability to identify néga

image was taken. samples, that is, if a panel is present or not in a frame
and if it has been detected or not, regardless of if the same
VI. EXPERIMENTAL RESULTS panel appears in previous or subsequent frames. Finadly, th

A. Traffic panels detection f-measure is defined as the mean of specificity and sengitivit

As it was stated in section 1V, a comparison of different TABLE II: Detection for blue lateral panels
descriptors has been carried out in order to check which are
the most suitable for the proposed application of trafficgban Descriptor
detection using visual appearance. Specifically, the vioiig

Panel

) Sensitivity | Specificity f
detection rate

descriptors have been compared: SIFT 64.28% 02500 | 09192 | 0.5846
« Scale Invariant Feature Transform (SIFT) [15]. i ':”e 90.47% 0.6625 0.8782 | 0.7704
IStogram

« Colored Scale Invariant Feature Transform (C-SIFT) [16].
o Hue Histogram [17].

o Hue Scale Invariant Feature Transform (Hue-SIFT) [17]. _
« RGB Scale Invariant Feature Transform (RGB- It can be seen that the best results are obtained for the

SIFT) [18]. color descriptors, being TCH the best one. The reason is thei
invariance to scale and shift of intensity, which make them
2http://www.cartociudad.es/ more robust to illumination changes, shadows and viewpoint

TCH 95.23% 0.6042 0.9253 0.7674
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TABLE lII; Detection for blue upper panels

TABLE VI: Detection including all the lateral panels

TABLE VII: Detection

including all the upper panel

the SIFT descriptor. It means that the number of false pesiti
for this descriptor is very low. Nevertheless, the senigjtiis

. Panel - s
Descriptor |+ ection rate|| SEMStVItY | Specificity | f much lower for SIFT respect to the other descriptors. Thes, t
SIET B32.43% 0.5306 59789 | 0./577 number of .fglse negatives is very high re_spect tp the number
e of true positives. In other words, the classifier trainechwfite
Histogram 97.77% 0.9512 0.8438 | 0.8975 SIFT descriptor categorizes most of the images as if there is
TcH 97 77% 0.8953 09536 | 0.9300 not any panel present in the image. Hence, the_ detection rate
for SIFT is much lower than for the other descriptors.
. . All the previous experiments have been carried out using a
TABLE IV: Detection for white lateral panels . P -XP o 9
Naive Bayes classifier. However, another classifier based o
_ Panel o iy SVM has been tested. The best combination of parameters of
Descriptor . Sensitivity | Specificity f . e . e . . .
detection rate this classifier for this specific application is a linear ledrn
SIET 21.66% 0.1724 0.9264 | 0.5494 and a cost parameter C=100. We have found that, in general,
Hue the number of false positives using SVM is much lower than
Histogram | 0007 03563 | 0.6107 | 0.4835 using Naive Bayes and, therefore, the specificity is higher
TCH 91.66% 0.6552 05079 | 05815 However, the number of false negatives (when the algorithm
does not detect a panel but there is one in reality) is higher
TABLE V: Detection for white upper panels and consequently the sensitivity is lower than if a Naivgdda
' classifier is used. The panel detection rate is also lowey and
Descri Panel o . in addition, we have seen that SVM requires a much higher
escriptor ) Sensitivity | Specificity f ) . . .
detection rate computational time than Naive Bayes classifier. Thergfiore
SIFT 72.65% 0.3740 0.9542 | 0.6641 this application it is preferred to use Naive Bayes.
Hue 91.40% 0.8293 | 0.6827 | 0.7560
Histogram . . . . .
B. Traffic panels detection in challenging scenarios
TCH 94.53% 0.7480 0.8998 | 0.8238

We include in this section a discussion on the challenging
scenarios found during the experiments and several sample
images of the system behaviour in these cases. No additional

Descriptor Pénel Sensitivity | Specificity f preprocessing stage was carrlgd out on the Goog!e St_rewt Vie
detection rate images, but the already described methodology in this paper
SIFT 60.80% 0.3304 0.8511 | 0.5907 Two images sets were created as explained in Section Il
Hue Google images are publicly available, but introduce some
_ 84.97% 0.7625 0.5385 | 0.6505 . : )
Histogram constraints: they are taken at daytime, usually during samm
TCH 94.68% 0.7464 0.4772 | 0.6118 to avoid bad weather conditions (rain, fog, snow, etc.)ythe

are rectified and stitched to generate a panoramic view from
several cameras and they are also filtered to blur vehicle
plates and human faces, among others. One might think that

Descriptor Panel Sensitivity | Specificity | f these restrictions could help, but traffic panels detedsamot
detection rate straightforward because the images still include challeng
SIFT 79.38% 0.5708 0.9394 | 0.7551 scenarios for computer vision processing. Hereafter,rave
. Hue 95.04% 0.9292 05975 | 0.7634 examples are disg.ussed for a sys_t_em cor?figuration with TCH
Histogram descriptor and Naive Bayes classifier, which are the orss th
TCH 96.38% 0.8821 0.8817 | 0.8819 yielded the best detection performance.

Images are not taken at early morning nor sunset, but light
changes can be very challenging even at daytime. Fig. 6

in the scene than other descriptors based only in luminandepicts some examples of correct detections when some of the

Additionally, TCH transforms RGB into Normal distributisn following artifacts are present: lateral sunshine, low tcast,

of the color channels for the image patches pointed by tkaturated images, shadows or glints on the panel. The panels
detected keypoints. Therefore, they become discrimiaation these images are correctly detected due to the robustness
features to distinguish panel colors from background scenETCH descriptor against illumination changes.

colors (image patches not containing traffic panels) ingies Other challenging scenarios may occur because of partial
of light changes and arbitrary offsets on intensity valdds occlusions or clipped panels. Fig. 7 shows some examples
per-panel detection rate is above 91% for the four situationf correctly detected panels, but partially occluded due to
under study and the value of the f-measure is the highestather traffic signs and vegetation or clipped due to image
all cases except for blue panels located on the side of thatch boundaries. Our proposal is quite robust for thesescas
road, although it is very close to the highest value whidbecause it does not consider geometrical properties of the
is obtained with the Hue Histogram descriptor. However, thganels, but visual appearance. For hard occlussions quiratjp
highest value of the specificity is achieved in most cases f@@ver 50%) our system fails.
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Fig. 6: Correct panels detection under illumination change
Fig. 9: Correct panels detection under rectification antglsti
W ing artifacts due to Google treatment

mainly due to cluttered images, as we shown in Fig. 8.
Additionally, they can also appear because of other objects
in the road as a bridge, a vehicle or a bush that are incoyrectl
classified as traffic panels. Fig. 10 presents a few more false
positive cases.

Fig. 7: Correct panels detection under occlussions angiolip

In roads near urban areas, the background of the traffic p
els is usually cluttered, which affects the detection pessc
Fig. 8 depicts two correct detections and two false positiv?'-
related to these challenging scenarios. There are sometsbje Fig. 10: Additional examples of false positives
with uniform white or blue backgrounds in the image of a
size similar to the panels and with letters inside them, such
]Ehat our s_y_stem will consider them as traffic .panels germgano Text detection and recognition
alse positives. These are the worst scenarios for our rsyste
The performance will depend on the background objects colorA total of 145 km of two different highways of the Spanish
In the leftmost image, we can see a red banner that does fR§td network have been analyzed (Fig. 2). In this stretareth
prevent the successful detection of the traffic panel, btinén are 185 traffic panels of which 77 are above the road and 108
rightmost one, a blue factory panel is incorrectly clasdifis are located at the right side of the road. Typically, there ar
a traffic panel. several samples for every panel, because each panel usually
appears in consecutive frames at different distances. €he d
tection and recognition have been carried out for every éram
independently. Therefore, the text detection and recimgnit
rates shown in tables VIII-X have been computed in single-
frame. We show the results as a function of the distance from
the vehicle to the panel in order to show how the distance
to the panels affects to the algorithm performance. We have
defined three ranges: short distance, when the panel is less
) ) than 40 meters far; medium distance, when it is in the range
Fig. 8: P_anels detection under clut_tered backgro_und. Tlee tyg.70 meters; and long distance, when the panel is further
leftmost images are correct detections and the rightmass opna 70 meters, approximately. In addition, the detectiot a
are false positives recognition rates have been computed separatedly for words

numbers and symbols. In general, the nearer the panel is, the

Google images rectification and filtering processes, unliketter the performance is.
one might expect, sometimes introduce new challenging situ The best performance is achieved for words, being the
ations like the ones displayed in Fig. 9. Those images ptesegtection and recognition rates above 90% and close to 80%,
blurring and mismatches beccause of the image stitchinlg. Aéspectively, when the panel is at short distance, as shown i
of the them are correctly detected as panels by our systemtdble X. The performance hardly decreases when the panel
these cases, the performance of our system is reduced inithat medium distance (up to 70 meters far). However, the
text recognition stage, because, as can been easily oldserdetection rate for numbers and symbols is lower compared to
the images are also difficult for a human reader without prisvords because our text detection method, as explained jn [1]
knowledge. focuses on detecting text lines that has at least 3 elements,

So far, we have shown the strength of our system in sevetialls humbers and symbols that may appear isolated in the
challenging situations. In relation to false positivesyttare panel could not be detected. A lower threshold than 3 could
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TABLE VIII: - Text detection and recognition including all gisiance is worse for panels located beside the road than for
detected lateral panels. panels above the road, while it happens the opposite at very
short distance. The reason for this is that there are some

| Data | Distance| Detection rate| Recognition rate| A > : A

Short 85 48% 29 259 deformations at the margins of the image, both left and rlght

Words | Medium B437% 26.03% and top and bottom, which affect_the detection a_n_d recagniti
Long 20.22% 0% _ Spme examples of the detection and recognition are shown
Short 62.07% 48.61% in Fig. 11.

Numbers | Medium 26.44% 10.87%
Long 5.81% 0% -
Short 43.33% 71.79%

Symbols [ Medium 36.36% 60.71% m m
Long 18.29% 60.00%

Torremejia ’

SLIF

detected upper panels.

| Data | D|stance| Detection rate| Recognition rate| ) ‘_?-:-
Short 92.92% 79.19%
Words Medium 85.33% 70.06%
Long 46.32% 26.98%
Short 83.44% 61.42% e K
Numbers | Medium 46.62% 48.39% e e
Long 18.63% 10.53% Huelva Sth |, CRISTIA
Short 46.27% 90.32% b |
Symbols | Medium 66.09% 97.37%
Long 31.25% 85.00%
[
TABLE X: Text detection and recognition including all the o romnens ¥
detected panels. ! ALANGE
| Data | Distance| Detection rate| Recognition rate| DON BENTO S
Short 90.18% 79.21% = TORREMEJA
Words Medium 78.60% 63.85%
Long 36.00% 20.99%
Short 74.46% 56.93%
Numbers | Medium 38.64% 38.24% e e
Long 13.09% 8.51% Chucena
Short 45.09% 83.17%
Symbols [ Medium 54.17% 87.50% .
Long 23.97% 74.29% P 1 =

be used for this specific application, although the number big. 11: Image results. Panels detections are on the laftwol
false positives may increase, but what we wanted to showdnd text recognition on the right one
this paper is that the proposed text detection and recogniti
algorithm trained with a concrete dataset, which is comgose
of real-world images that are completely different to thee&t
View images used in this paper, can be generalized to any othe
situation like the one shown in this work, achieving a rdiiab  Challenging scenarios do not only affect to the traffic panel
performance. detection performance, but also influence in the posteeixtr t
From the tables it can also be seen that the recognition raéeognition stage. More complex scenarios derivate in &ors
for symbols remains above 70% even when the panel is at Ialegt detection and recognition ratios. Nevertheless, the t
distance. This is due to the fact that, in general, symbols riacognition works well in some challenging images, butsfall
the traffic panels are typically bigger than letters and nersp in others with strong artifacts, as can be seen in Fig. 12.
thus it is easier to be recognized even when the panel isgiurth After the analysis of the test set, we estimate that around
than 70 meters. the 15% of the images could be considered as challenging
Another conclusion that can be extracted from the tablesdaes according to the discussed cases in the subsectioBs VI-
that, in general, the performance of the algorithm at mediuamd VI-D.

Text detection and recognition in challenging scenarios



IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS 10

out as future works in order to reach an application able to be
commercialized. The BOVW technique automatically detects

traffic panels on image patches but it does not account for 2D

Lepe 0 * X spatial information. We have constrained BOVW using color
HUELVA S masks to restrict the possible panel locations in the image
©) (d) and guide keypoints extraction. However, as future work we

intend to use spatial extensions to BOVW, such as sliding
window approaches, Branch and Bound [19] or structured

- I i : RIBERA SVM [20]. Moreover, the reliability of part-based model4]2
L ) ‘ reried and semantic segmentation [22] has been demonstrated in
i ﬁﬂ:;;:" e several datasets and challenges, like PASCAL VOC [23],
~ ; but it has not been proven that they perform better than a
© ® ©) (h) constrained BOVW for traffic panel detection. Further reskea

Fia. 12: Examples of text recoanition in challenging ima egf these techniques for this application and its comparison
9. 12 P 9 ging 9€%ith our current proposal is a good plan for the near future.

a), c), e) and g) are the detected traffic panels and b), d),f) . . .
and h) are the recognized texts. As can be seen, c) and g)%;des, false panel detections need to be reduced, el§pecia
a

| . h tem i t abl [Sateral panels. Lens distortion removal and improvesial
SOME Very complex scenarios where our system 1S not able, pearance description can help to obtain higher spegificit
correctly recognize the text and symbols

values.

The text location and recognition method described in [1]
was applied only on those images where a panel was found
in order to reduce the number of false positives and increase

In this paper we have presented a real application tife efficiency of the proposed algorithm. A unigram language
the text detection and recognition algorithm proposed in [Inodel conducted the words recognition. Besides, our pexpos
by the same authors including some adaptations and newdel was partly based on a fixed dictionary that contained
functionalities. It consists in reading the informatiorpi#ed common words that can be found everywhere, and partly
in traffic panels using panoramic images downloaded from thased on a dynamic dictionary that depends on the province
Google Street View service. The main use of this applicasonwhere the traffic panel is located. The model assumed equal
to automatically create up-to-date inventories of traffim@ls prior probability for all the words. As future work, we intgn
of whole regions or countries. This information is very wsef to compute the prior probabilities of all the words in the
for supporting road maintenance and for developing futudictionary to allow a more precise and reliable recognizer.
driver assistance systems. In the same way, the use of a unigram language model does

One of the main contributions of this paper is the modiot take into account the likelihood of two or more words
eling of traffic panels using a BOVW technique from locahppearing together. Using language models of a higher order
descriptors extracted at interest keypoints, instead a@fguswould allow to recognize more precisely the names of places
other features such as edges or geometrical characteristemposed of several words.
as it has been done up to now in the literature. This is notOther limitations of the system are the distance where
an easy task due to the immense variability of the informaeceptable text recognition can be carried out and daytime
tion included in traffic panels. Nevertheless, the expenitale working only. In case the proposed method was aimed at driver
results show the effectiveness of the proposed method. Assistance, the recognition would need improvements at far
efficient segmentation method based on color masks has bditances to the panel and it should work at nighttime. Highe
implemented to guide the keypoints searching in the imagesolution images and tracking techniques could enharee th
A new method to detect blue areas in the image has bgaerformance of our system and a new nighttime functionality
proposed. Different gray-based and color-based descsiptbased on the previous work of the authors in [24] should be
have been compared and the Transformed Color Histograchded.
descriptor has proved to be more suitable for this appboati  Finally, the recognition of the information depicted in the
In addition, the dimensionality of this descriptor is smaliraffic panels was done frame by frame. Typically, a panel
(only 37 and 45 elements, respectively), thus the trairimgt appeared in several consecutive frames. As future work, we
is lower than using other descriptors of higher dimensionsitend to do a multi-frame integration of the recognized
Other additional contributions are: a symbols recogniper finformation at each single frame. In addition, the use of the
traffic panels, a method to reduce the size of the dictionasypriori knowledge that we know about the design of traffic
to a limited geographical area using a reverse geocodipgnels would improve the recognition rates, because oertai
service, the generalization of our previous text deteciind objects, especially symbols and numbers, are located dnly a
recognition method to traffic panels without re-trainingdancertain parts of the panels.
the idea of using Google Street View images as inputs of our
system for traffic panel inventory. ACKNOWLEDGMENT
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