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Abstract 

This paper presents a new method for real-time 
ego-motion calculation applied to the 
location/orientation of a cheap wide-angle stereo 
camera in a 3D environment. To achieve that, the goal 
is to solve the Simultaneous Localization and Mapping 
(SLAM) problem. Our approach consists in the 3D 
sequential mapping of natural land-marks by means of 
a stereo camera, which also provides means to obtain 
the camera location/orientation. The dynamic behavior 
is modeled using a top-down Bayesian method. The 
results show a comparison between our system and a 
monocular visual SLAM system using a hand-waved 
camera. Several improvements related to no priori 
environment knowledge requirements, lower 
processing time (real-time constrained) and higher 
robustness is presented.  

1. Introduction 

Real-time Simultaneous Localization and Mapping 
(SLAM) is a key component in robotics. In last years 
several approaches have been used [1][2][3][4]. 
Successful implementation of SLAM in robotics have 
generally been achieved with laser or sonar range 
sensors and built maps for controlled robots moving in 
2D and using accurately modeled dynamics. Recent 
researches have demonstrated that camera-based 
SLAM is very useful in domains where the goal is to 
recover 3D camera position in real-time moving 
rapidly in normal human environments, based on 
mapping of sparse visual features, potentially with 
minimal information about motion dynamics [8]. In [5] 
and [6] several 3D visual SLAM methods based on a 
trinocular system are presented. The first one builds a 
3D environment model, which is used to locate a 
mobile robot. However, due to the big amount of 
recovered features, this approach is not valid for real-

time implementation. The second one builds a 
landmark-based 3D environment model as well. In this 
case scale-invariant features are used. The feature 
positions prediction is based on the vehicle odometry 
information, therefore this approach is not suitable for 
hand-waved camera systems as well as any other one 
that relies only on visual information. Regarding image 
distortion correction methods, in [7] a method for 
distorted image pairs correlation is presented. This 
method allows lower processing times on distortion 
but reduced accuracy. As it is shown later, the 
processing time associated to lens distortion correction 
in our implementation is not significant compared with 
other steps of the method. Therefore, it is worthwhile 
to apply the standard radial/tangential distortion 
correction methods. 

The most important researches in visual SLAM 
have been achieved by Andrew J. Davison from the 
University of Oxford. He started using an active stereo 
vision system in order to recover 2D position of a 
robot [9] but then he has focused his work on real-time 
3D SLAM using monocular vision [8]. The baseline 
for this work is the solution described in [8]. Their 
approach is to implement a vision based SLAM 
method using the Extended Kalman Filter (EKF) [10]. 
One of the major issues when trying to solve the 
SLAM problem is related to the map building process. 
Due to the error on measurements, it is common the 
appearance of a drift during the map building. This 
leads to a bad correspondence of the map when 
visiting “old” places. Therefore, in order to allow a 
long-term well-located camera it is needed to include 
the complete map into the state vector. In this case, the 
map will be composed of a number of natural 
landmarks (identified by their corresponding features), 
which will grow at the same time the camera moves 
over the scene and visits new places. These marks will 
not be only the “output” of the process, but also the 
mean to self-locate the camera within the environment. 
Having the standard perspective camera model, it is 
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possible to obtain two coordinates of the features 
relative positions, but it is not possible to directly 
know the depth of these positions. That leads to the 
following three limitations: 

1) When a new feature, which identifies the mark, 
has to be initialized, it cannot be done in one single 
step. The new feature has to be modeled as a semi-
infinite line that represents all the possible depths. 
Then, by mean of a PF algorithm, at each time step 
measurement, the belief of the feature depth trends to 
concentrate on the final value. 

2) At the beginning there is no prior knowledge of 
the camera position/orientation, therefore it is not 
possible to obtain the final depth required for the first 
captured features. This leads to the need of having a 
number of known features that will have to be located 
manually.  

3) Lenses normally used in computer vision have a 
narrow field of view (40 to 50 degrees). Then, all the 
features measured lie very close together and the sets 
of features to be visible through large motion is small. 
As consequence, in such situations small rotations and 
translations are ambiguous and camera movement 
range must be low. 

This paper presents a solution to the limitations of 
the monocular visual SLAM using a cheap wide angle 
stereo camera instead of a standard single one. The use 
of wide-angle cameras improves SLAM results, with 
increased movement range, accuracy and ability to 
track agile motion, as can be seen in [11]. 
Additionally, our system is able to completely locate 
any feature in one single step, avoiding the two issues 
mentioned above. Besides that, having two cameras we 
obtain some redundant information on each feature 
position, allowing then a more robust location. Also, 
having a number of tracked features allows spurious 
moving objects crossing the camera field of view 
without loosing the global tracking. 

2. Extended Kalman Filter Application 

In order to apply the EKF (see [9]), a state 
vector T

v YYXX 21  and its covariance 
matrix P  need to be defined, where iY  are the features 
global position state vectors representing the map and 

T
robrobrobv vqXX  is the camera state vector 

representing its linear/angular position and speed 
respectively.  

3. Motion Model 

The first stage to build the motion model is to 
predict the next state vector and covariance matrix. In 

this case the object to model is a stereo camera, which 
can be carried by a person. It means that it can be 
freely but smoothly moved. As we do not have any 
influence on the camera movement, the motion model 
assumes constant speed (both linear and angular) 
during each time step. There will only be random 
speed changes, which will lead to the so-called impulse 
model.

In order to predict the next state of the camera the 
function, vf  is defined: 

T
robrobrobrobv vtqqtvXf    (1) 

The function tq  represents the transformation of 
a 3 components vector into a quaternion vector (see 
[9]). Assuming that the map does not change during 
the whole process, the absolute feature positions iY
should be the same from one step to the next one. 
Therefore, the global prediction function f will be 
composed as follows: T

v YYff 21 . To 
calculate the process noise Q, a noise vector 

TVn  is defined. This vector represents the 
random speed changes mentioned before. Assuming 
that linear and angular speeds are independent, the 
covariance matrix of n will be diagonal. Then, Q can 
be calculated via the corresponding jacobian function: 

T
n nfPnfQ . Where nP  is the covariance 

matrix of n.

4. Measurement Model 

 Visual measurements are obtained from the 
“visible” features positions. As difference as [8] in our 
system we define each individual measurement 
prediction vector T

iziyixi hhhh as the 
corresponding 3D feature position relative to the 
camera frame. 
 To choose the features to measure, some selection 
criteria have to be defined. These criteria will be based 
on the feature “visibility”, that is whether its 
appearance is close enough to the original one (when 
the feature was initialized). To evaluate that, three tests 
are applied to each feature: 

1. First, check that the feature image projection 
lies within the field of view for each of the 
cameras. 

2. Then, check that the angle  between the 
current point of view and the original point of 
view is small enough. 

iorigiiorigi hhhh ·cos 1

3. The last check is to test that the distance from 
the point of view to the feature is not so 
different to the original one. iorigi hh /
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4.1. Measurement prediction 

 Prior to perform the actual measurement, for 
establishing the region to look for the actual feature 
position of each of the selected features, each ih  has to 
be obtained. It can be calculated as the result of a 
coordinate frame change (from the global reference iY
to the camera reference ih ).

)(1
robii XYRh    (2) 

4.2. Measurement search 

To obtain iz , first we have to calculate the 
projection coordinates of ih on both left and right
images: ),(: LLL vuU , ),(: RRR vuU . Taking into 
account the use of wide-angle camera optics, it is not a 
good approximation to apply directly the pin-hole
model to obtain such coordinates. It is recommendable 
to use a direct and inverse radial and tangential 
distortion models. Therefore, to obtain the final image 
projection coordinates, first the simple “pin-hole” 
projection model is applied, obtaining ),(: LSLSLS vuU
and ),(: RSRSRS vuU  (see [12]); then, the result is 
“distorted” by means of the distortion models. The 
corresponding jacobians iLS hU  and iRS hU can 
be easily calculated from the left projection equations 
(pin-hole model) and the equivalent ones in the right 
camera, respectively. Applying the same distortion 
models, the jacobians LSL UU  and RSR UU can 
be also calculated (see chapter 7). As a remark, to 
apply the procedure for the right camera, first we have 
to calculate ih relative to the right camera reference 
frame iRh :

int
1

int ThRh iiR          (3) 

In equation (3), intR  and intT  are the extrinsic 
parameters between left and right cameras. The 
jacobian iiR hh needs to be calculated as well. Once 
the transformation is done, the right camera projection 
coordinates can be obtained following the same 
procedure as for the left camera. 

4.2.1. Search area calculation. In order to look for the 
actual feature projections, we must define the search 
area around the predicted projections to limit the 
search. This will be calculated based on the uncertainty
of the feature 3D position, what is called innovation 
covariance iS . It essentially depends on three 
parameters: The camera state uncertainty XXP , the 
feature position uncertainty 

iiYYP  and the measurement 
noise iR  (see [8]). As we have two different image 

projections, iS  needs to be transformed into the 
projection covariance 

LUP and 
RUP .

T

i

L
i

i

L
U h

US
h

UP
L

 ; 
T

i

R
i

i

R
U h

US
h

UP
R

  (4) 

These two covariances define both elliptical search 
regions, which are obtained taking a certain number of 
standard deviations (usually 3) from the 3D Gaussians. 

4.2.2 Correlation search. Once the areas, where the 
current projected feature should lie, are defined, we 
can look for them. At the initialization phase, the left 
and right images representing the feature patches are 
stored to be taken as a reference. Then, to look for a 
feature patch, we perform normalized sum-of-squared-
difference correlations across the whole search region 
(see [9]). The best correlation matching is then 
compared to a threshold value. If both correlations are 
good enough, the new measured projection coordinates 
are captured in order to perform the update process. 
Otherwise, the feature is marked as “unsuccessfully 
measured.” 

4.3. Measurement vector calculation 

 To obtain iz  we need to solve the inverse 
geometry problem described in [12].  We take the 
measured new projection coordinates LU , RU as a 
basis. First, we need to obtain the “undistorted” 
projection coordinates LSU , RSU , as it is explained in 
chapter VII. These coordinates are related to the 
measurement vector iz  by means of the so-called 
projection equations, where Lijm  and Rijm  are the 
elements of the projection matrices LM  and RM  for 
left and right camera, as we depicts in equation (5).  

34333231

14131211

LizLiyLixL

LizLiyLixL
LS mzmzmzm

mzmzmzm
u

34333231

24232221

LizLiyLixL

LizLiyLixL
LS mzmzmzm

mzmzmzm
v

34333231

14131211

RizRiyRixR

RizRiyRixR
RS mzmzmzm

mzmzmzm
u

34333231

24232221

RizRiyRixR

RizRiyRixR
RS mzmzmzm

mzmzmzm
v

  (5) 

They can be calculated as a function of the known 
intrinsic parameters matrices: CLI  and CRI . Then, to 
obtain LM  and RM  we just need to express CLI  and 

CRI  in the left and right camera reference frames, using 
the extrinsic parameters as it was showed in (3). For 
the left camera, CLL IM  because the camera 
reference frame is actually the left camera reference 
frame. 
 From (5) we can form the redundant equation 
system showed in [12]. Transforming it into the matrix 
form bzA i , the system can be solved giving the 
following result: bAAAz TT

i
1 . At the end, before to 
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performing the filter update, all feature measurements 
must be combined to form the “total” vectors. 

4.4. Filter update 

 In order to perform the update, the Kalman gain W
must be calculated using the following expression: 

1SdXhPW T
tot

. For each individual feature, 
the jacobians 

vi dXh and 
ii dYh  are calculated from 

(2), which conveniently grouped form the total 
jacobian

totdXh . Following the same procedure totz ,
which will contain all feature measurements, is formed 
as well. 
 In the other hand, as it is stated in (7), to be able to 
calculate S we still need to calculate the measurement 
noise covariance totR . Because the 3D feature position 
vector is used as the measurement, this calculation is 
not so evident. 

4.4.1. Measurement Noise Covariance Calculation.
Starting from the projection coordinates, we can 
assume an intrinsic uncertainty on its determination, 
which will be one pixel for each coordinate and for 
each image: ),( LL vu , ),( RR vu . Furthermore, 
uncertainty in u and v is assumed independent and 
gaussian distributed. Therefore, we can define a vector

T
RRLLi vuvuT  with the four coordinates of 

both images. Therefore, the covariance matrix for this 
vector TiR  will be diagonal. To calculate the feature 
measurement noise iR , the following transformation 
will be done: T

iiTiiii ThRThR . Starting 
from the equation system bhA i , we calculate 

iSiSi TbThA , where iST  refers to the 
undistorted coordinates vector. Regrouping the 
equation we obtain CThA iSi , and therefore 

iSi Th can be found. The matrix C is obtained as a 
result of the regrouping: 

)2(000
0)2(00
00)1(0
000)1(

C

,
34333231

34333231

)2(
)1(

RizRiyRixR

LizLiyLixL

mhmhmhm
mhmhmhm   (6) 

In order to obtain ii Th , the jacobian iSi Th is
transformed using LLS UU  and RRS UU .
Assuming measurements are independent, totR  can 
formed by all individual iR  in a diagonal arrangement. 
 The total covariance S is obtained using the 
previous calculated values: 

tot

T

tottot
R

dX
hP

dX
hS     (7) 

5. Feature initialization 

One important aspect on this implementation is the 
way new features are incorporated into the filter 
process. When a new feature needs to be initialized, its 
corresponding patch will be searched within a 
rectangular area randomly located on one of the 
camera images (usually the left one). If the search 
process does not success, a new random location for 
the region is generated. The maximum number of 
attempts is limited to 10. Then the filter is one step 
moved forward and the process is reinitiated. 

5.1. Best feature search 

 At the time to look for the best feature to introduce 
in the filter, we need to assure “good tracking” 
properties. It means that this feature must be correctly 
distinguished from the rest of the image along the 
camera movement. In [15], an operator to measure the 
“goodness” of a feature is described. It applies the 
intensity gradient on both vertical and horizontal 
directions. The operator is calculated on each of the 
pixels of the feature patch to evaluate in an efficient 
way. In case that the absolute maximum value is good 
enough, the corresponding feature is selected.  

5.2. Feature 3D Position Calculation 

Once the feature is selected, for including it into 
the filter, the absolute position vector iY  and its 
covariance matrix 

iiYYP  needs to be obtained. Unlike 
the approach used in [8], here we can obtain iY  just in 
one step because, as in the measurement process, we 
can solve the four equations redundant system. 

5.2.1. Epipolar correspondence search. Taking the 
feature patch found on the left image, the first step is to 
look for its corresponding one on the right image. 
According to the stereo theory this patch must lie over 
a line called epipolar line (see [12]). Then, we must 
limit the search region to be close to that line. Once the 
region is defined, the process will consist in make 
correlations with the left patch, as it is done in the 
measurement process. The epipolar line equation is 
defined as 0cbyax . The three coefficients are 
calculated using the fundamental matrix F. This matrix 
is obtained by expressing the essential matrix E in 
image pixel coordinates: 11

L
T

R CECF .
Therefore, the mentioned coefficients are calculated in 
this way: T

LL
T vuFcba 1 .
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5.2.2. Absolute position calculation. Once the left 
and right projection coordinates are obtained, iY  can 
be calculated. The procedure to follow is the same that 
the one used for the measurement vector calculation. 
However, in this case, the feature position is relative to 
the global reference frame. It means that the projection 
matrices LM  and RM  have to be also relative to the 
global reference frame. 

5.2.3. Covariance matrix calculation. The feature 
position covariance

iiYYP depends on two sources: the 
camera state uncertainty XXP  and the feature 
measurement noise iR :

T
iiiii

T
viXXviYY hYRhYXYPXYP

ii
.

We easily obtain ii hY  from (2). In order to 
calculate vi XY , we use ii hY and vi Xh . This 
last jacobian is calculated from (2) as well, but we 
have to take into account the relationship between the 
quaternion robq  and the rotation matrix R  described in 
[1].    

6. Features management 

 In order to maintain the map up to date, we need 
to define criteria about when to introduce (capture) 
new features and when to delete them. 
 At the beginning, the first feature captured is 
supposed to be a certain one; it means that it will have 
zero covariance. In the following steps, the rules to 
follow will be to capture new features to maintain, at 
least, 5 visible features at the same time. In addition to 
that, there will have to be, at least, 4 successfully 
measured features at the same time in order to avoid 
the complete loss the camera tracking. In the other 
hand, some of the captured features can be “bad” 
features; i.e. features that are often unsuccessfully 
measured. This could be as a consequence of 
reflections, frequently occluded objects, etc. The rule 
to follow is to eliminate any feature that has been 
unsuccessfully measured more than a half of the 
attempts. When a new feature is added to the filter, not 
only the total state vector X has to be modified, but 
also the total covariance matrix P. This is done by 
adding an extra row and column in P. To eliminate any 
feature, P will be modified by removing the 
corresponding row and column. 

7. Image distortion model 

 Due to the use of wide-angle lens, we need to take 
a model that allows obtaining the equivalent 
“undistorted” projection coordinates from the distorted 

ones and the other way around. To do that, radial and 
tangential distortion models, which are defined in [14] 
are applied. We use LK1 , LK 2  as the radial distortion 
coefficients and LP1 , LP2  as the tangential distortion 
coefficients. For the inverse model, we apply an 
iterative procedure, starting from the initial assumption 
that the distorted projection coordinates are equal to 
the undistorted ones. The jacobians LSL UU  and 

RSR UU are calculated from the direct distortion 
model equations, while the inverse jacobians are also 
calculated by inverting the previous ones. 

8. Results 

In order to test the behaviour of our system several 
video sequences have been used. The cameras used 
were the Unibrain Fire-i IEEE1394 modules with 
additional wide-angle lens which provide a field of 
view of around 100º horizontal and vertical. To check 
the ability of revisiting “old” features, a 360 degrees 
turn around sequence was taken. In addition to that, a 
long lateral translation sequence was also taken, where 
the ability to distinguish between rotations and 
translations was checked. The state estimation 
accuracy was tested by using another video sequence, 
which registered an 80 cm forward movement and 80 
cm lateral movement. The results showed a 75 cm 
forward movement and 86 cm lateral movement. All 
video sequences used for the test were successful; it 
means that there was no tracking lost. The video frame 
showed on Fig 1 was taken at the moment of a new 
feature initialization. On the corresponding 3D 
representation (Fig 2), the new feature shows an 
uncertainty region with an ellipsoid shape like the rest 
of the features. This means that, as difference as the 
mono implementation, any new feature is completely 
initialised since the first time it is captured. This allows 
higher speed changes on the camera movement due to 
the low initialisation time when loosing features out of 
the field of view.   
 Respect to the processing time, the real-time 
implementation imposes a time restriction, which shall 
not exceed 33 ms for a 30 frames/second capturing 
rate. Testing both mono and stereo implementations 
showed the results on Table 1. It was seen that, using 
the same video sequence, the number of features 
needed for a stable behaviour using the mono 
implementation was significantly higher than using the 
stereo one. The consequence is that, even with a 3 
components feature measurement vector, the time 
needed for the filter updates is lower with the stereo 
implementation. Respect to the initialization phase, it 
appears to be slower with the stereo system due to the 
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epipolar correlation phase. However, it has to be taken 
into account that, in this case, the feature is completely 
initialised in one single step, giving a more robust 
implementation.      

TABLE I 
PROCESSING TIMES

Using stereo camera Using mono camera 
Number of 
features 16 Number of 

features 35 

Filter step Time Filter step Time 
Measurements 3 ms Measurements 5 ms 
Filter update 5 ms Filter update 42 ms 
Feature 
initializations 20 ms Feature 

initializations 10 ms 

9. Conclusion 

We have presented a system that allows self-
locating a stereo camera by measuring the 3D positions 
of different natural landmarks. Several benefits have 
been showed comparing it with a single camera 
system, like avoidance of the prior-known features or 
the processing time improvements described above. 
Some improvements can be done in the distortion 
model in order to allow more accurate feature position 
estimations on lower distance ranges. 
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Fig. 3 Left and right images from the same frame. At this 
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Fig. 4 Two different views of the 3D environment 
representation corresponding to the projection images 

showed above. 
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