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Abstract. One of the applications of service robots with a greater social impact is the assistance to
elderly or disabled people. In these applications, assistant robots must robustly navigate in structured
indoor environments such as hospitals, nursing homes or houses, heading from room to room to
carry out different nursing or service tasks. Among the main requirements of these robotic aids,
one that will determine its future commercial feasibility, is the easy installation of the robot in new
working domains without long, tedious or complex configuration steps. This paper describes the
navigation system of the assistant robot called SIRA, developed in the Electronics Department of the
University of Alcalá, focusing on the learning module, specially designed to make the installation of
the robot easier and faster in new environments. To cope with robustness and reliability requirements,
the navigation system uses probabilistic reasoning (POMDPs) to globally localize the robot and to
direct its goal-oriented actions. The proposed learning module fast learns the Markov model of a
new environment by means of an exploration stage that takes advantage of human–robot interfaces
(basically speech) and user–robot cooperation to accelerate model acquisition. The proposed learning
method, based on a modification of the EM algorithm, is able to robustly explore new environments
with a low number of corridor traversals, as shown in some experiments carried out with SIRA.

Key words: probabilistic navigation, partially observable Markov decision processes, learning under
uncertainty, expectation–maximization algorithm, assistant robots.

1. Introduction

The world population of people over the age of 65 that can no longer live inde-
pendently is growing rapidly in the last decades. The great explosion that service
robotics have undergone in these last years makes it possible to think in new,
alternative ways of providing care to this sector of the population. A meaningful
indicator of the growing interest in these new technologies is the number of projects
and research groups currently working in the development of assistant robots, such
as the “Nursebot” project, with robots Flo (Roy et al., 2000) and Pearl (Montemerlo
et al., 2002), “I.L.S.A (Independent LifeStyle AssistantTM)” (Haigh et al., 2002)
and “Morpha” (Lay et al., 2001) projects, and other assistance systems such as that
developed by Hoppenot (2002) and Morere et al. (2002).



234 M. E. LÓPEZ ET AL.

Figure 1. Global architecture of the SIRAPEM project.

The Electronics Department of the University of Alcalá is contributing to this
research field with the SIRAPEM Project (Spanish acronym of Robotic System for
Elderly Assistance), whose goal is the development of a robotic aid that serves pri-
mary functions of tele-presence, tele-medicine, intelligent reminding, safeguard-
ing, mobility assistance and social interaction. Figure 1 shows a simplified diagram
of the SIRAPEM global architecture, based on a commercial platform (the Peo-
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pleBot robot of (ActivMedia Robotics, 2003)) endowed with a differential drive
system, encoders, bumpers, two sonar rings (high and low), loudspeakers, micro-
phone and on-board PC. The robot has been also provided with a PTZ color camera,
a tactile screen and wireless Ethernet link. The system architecture includes sev-
eral human–machine interaction systems, such as voice (synthesis and recognition
speech) and touch screen for simple command selection (for example, a destination
room to which the robot must go to carry out a service task).

In this kind of care applications, in which the robot must perform tasks in indoor
environments for long periods of time, there are a number of requirements the
navigation system must carry out:

• A decisive factor is to achieve a robust navigation system capable of treat real
world uncertainties, and solve global localization failures without any user
supervision.

• Another desired feature is to simplify the installation process, in order to
use it in new environments (hospitals, houses, etc.) without long or difficult
configuration steps. So, it must use a simple environment representation and
avoid environment modifications by using natural landmarks that can be easily
found in any indoor domain. The incorporation of learning methods is crucial
to reduce designer intervention in the installation step, and to ensure a good
adaptation of navigation parameters to real environments.

• Localization, planning and learning algorithms must be executed in real ro-
botic platforms, and so real-time execution and limited memory must be taken
into account.

A suitable framework to cope with all these requirements is Partially Observable
Markov Decision Processes (POMDPs). These models use probabilistic reasoning
(Thrun, 2000) to deal with uncertainties, and a topological representation of the
environment to reduce memory and time requirements of the algorithms. For the
proposed global navigation system, in which the objective is the guidance to a
goal room and some low-level behaviors perform local navigation, a topological
discretization is appropriate to facilitate the planning and learning tasks.

POMDP models provide solutions to localization, planning and learning in the
robotics context, and have been used as probabilistic reasoning method in the three
modules of the navigation system of SIRA (see Figure 1). The main contributions
of the navigation architecture of SIRA, regarding other similar ones (that we’ll be
referenced in next subsection), are the following:

• Addition of visual information to the Markov model, not only as observa-
tions, but also for improving state transition detection. This visual informa-
tion reduces typical perceptual aliasing of proximity sensors, accelerating the
process of global localization when initial pose is unknown.

• Development of a new planning architecture that selects actions to combine
several objectives, such as guidance to a goal room, localization to reduce
uncertainty and environment exploration.
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• Development of a new exploration and learning strategy that takes advantage
of human–machine interaction to robustly and quickly learn new working
environments.

The first two contributions have already been shown in previous publications
(López et al., 2003a, 2003b). This paper focuses on the learning module, that
adjusts the probabilities of the initial Markov model, firstly by a user-supervised
active exploration of corridors, and later by passively observing the robot’s in-
teractions with its environment. The proposed algorithm is a modification of the
EM algorithm (that we call “EM with Certainty Break Points”, EM-CBP) that
exploits specific POMDP structure and some “certainty points” introduced by user-
supervision to reduce the amount of training data needed to learn good Markov
models.

This paper is organized as follows. After placing this work within the context
of previous similar ones, a brief overview of POMDP’s foundations and EM al-
gorithm is presented as background in Section 2. Section 3 describes the Markov
model used in this navigation application. Section 4 describes the main features
of the learning system, while Sections 5, 6 and 7 explain the initial POMDP com-
pilation, training data collection, and EM-CBP algorithms respectively. Finally,
we show some experimental results, whereas a final conclusion summarizes the
paper.

1.1. RELATED PREVIOUS WORK

Markov models, and particularly POMDPs, have been widely used in robotics, and
especially in robot navigation. The robots DERVISH (Nourbakhsh et al., 1995),
developed in the Stanford University, and Xavier (Koenig and Simmons, 1998),
in the Carnegie-Mellon University, were the first robots successfully using this
kind of navigation strategies for localization and action planning. Other successful
robots guided with POMDPs are those proposed by Zanichelli (1999) or Asoh et al.
(1996). In the nursing applications field, in which robots interact with people, and
uncertainty is pervasive, robots such as Flo (Roy et al., 2000) or Pearl (Montemerlo
et al., 2002) use POMDPs at all levels of decision making, and not only in low-level
navigation routines. Although POMDP navigation has demonstrated to be very
robust in these systems, most of them need a previous “hand-made” introduction
of the Markov model of the environment.

There are, however, a number of works about topological and probabilistic map
learning in robotics navigation. Learning a POMDP involves two main issues:
(1) obtaining its topology (structure), and (2) adjusting the parameters (probabili-
ties) of the model. The majority of the works deals with the last problem, using the
well-known EM algorithm (known as the Baum–Welch algorithm in the field of
Hidden Markov Models) to learn the parameters of a Markov model whose struc-
ture is known. Examples of these works are (Shatkay and Kaelbling, 1997; Thrun
et al., 1998) or (Koenig and Simmons, 1996). However, because the computational
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complexity of the learning process increases exponentially as the number of states
increases, these methods are still time consuming, and its working ability is limited
to reduced environments.

Other works try to obtain the topology (structure) of the POMDP models from
experimental data. Brants (1996) proposed the “model merging and splitting” tech-
niques which estimate Markov models structures by successively merging or split-
ting the states so that it maximally preserves or improves the transition model
likelihood. Another recent work in this field, applied to robotic navigation is (Yairi
et al., 2003). However, these methods have only been theoretically formulated (they
have not been experimentally validated), and the obtained models are not reliable
for robot navigation yet.

This paper presents a POMDP model for robot navigation that can be easily
obtained for new environments by means of human–robot cooperation, being an
optimal solution for assistant robots endowed with human–machine interfaces.
There are several previous systems that also include the human operator in the
navigation loop. In some cases, it is done by means of a tele-operation of the
movements of the robot (Haegele et al., 2001; Hoppenot, 2002; Thrun, Burgard and
Fox, 1998). In other systems, the human–robot interaction is introduced in a higher
level, in which the user acts as an expert teacher (Asoh et al., 1996) using several
communication channels, such as voice or gestures. In this work, we propose a
practical solution to learn a new environment in the POMDP framework, in which
human–robot cooperation is performed in a very intuitive way that can be carried
out by any non-expert user. The topological representation of the environment is
intuitive enough to be easily defined by the designer (avoiding unreliability and
unstability of the above mentioned methods). The uncertainties and observations
that constitute the parameters of the Markov model are learned by the robot using
a modification of the EM algorithm that exploits slight user supervision (using the
voice interface) and topology constraints to highly reduce memory requirements
and computational cost of the standard EM algorithm.

2. Theoretical Background

Although there is a wide literature about POMDPs theory (Papadimitriou and Tsit-
siklis, 1987; Puterman, 1994; Kaelbling et al., 1996) and parameter learning meth-
ods (Rabiner and Juang, 1986; Russell et al., 1994), in this section some terminol-
ogy and main foundations are briefly introduced as theoretical background of the
proposed work. Firstly, we describe some foundations about Partially Observable
Markov Decision Processes (POMDPs), and then we introduce the basis of EM
algorithm.

2.1. POMDPS OVERVIEW

A Markov Decision Process (MDP) is a model for sequential decision making,
formally defined as a tuple {S,A,T ,R}, where,
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• S is a finite set of states (s ∈ S).
• A is a finite set of actions (a ∈ A).
• T = {p(s′|s, a) ∀(s, s′ ∈ S, a ∈ A)} is a state transition model which speci-

fies a conditional probability distribution of posterior state s′ given prior state
s and action executed a.

• R = {r(s, a) ∀(s ∈ S, a ∈ A)} is the reward function, that determines
the immediate utility (as a function of an objective) of executing action a

at state s.

A MDP assumes the Markov property, which establishes that actual state and action
are the only information needed to predict next state:

p(st+1|s0, a0, s1, a1, . . . , st , at ) = p(st+1|st , at ). (1)

In a MDP, the actual state s is always known without uncertainty. However, Par-
tially Observable Markov Decision Processes (POMDPs) are used under domains
where there is not certainty about the actual state of the system. Instead, the agent
can do observations and use them to compute a probabilistic distribution over all
possible states. So, a POMDP adds:

• O, a finite set of observations (o ∈ O),
• ϑ = {p(o|s) ∀o ∈ O, s ∈ S} is an observation model which specifies a

conditional probability distribution over observations given the actual state s.

Because in this case the agent has not direct access to the current state, it uses
actions and observations to maintain a probability distribution over all possible
states, known as the belief distribution, Bel(S). A POMDP is still a Markovian
process in terms of this probability distribution, which only depends on the prior
belief, prior action and current observation. This belief must be updated whenever
a new action or perception is carried out. When an action a is executed, the new
probabilities become:

Belposterior(s
′) = K ·

∑

s∈S

p(s′|s, a) · Belprior(s), (2)

where K is a normalization factor to ensure that the probabilities all sum one. When
a sensor report o is received, the probabilities become:

Belposterior(s) = K · p(o|s) · Belprior(s). (3)

In the context of robot navigation, the states of the Markov model are the locations
(or nodes) of a topological representation of the environment. Actions are local
navigation behaviors that the robot can execute to move from one state to another,
and observations are perceptions of the environment that the robot can extract from
its sensors. In this case, the Markov model is partially observable because the robot
may never know exactly which state it is in.
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2.2. EM ALGORITHM REVIEW

Learning Markov models of partially observable environments is a hard problem,
because it involves inferring the hidden state at each step from observations, as well
as estimating the transition and observation models, while these two procedures are
mutually dependent.

The EM algorithm (in Hidden Markov Models context known as Baum–Welch
algorithm) is an expectation–maximization algorithm for learning the parameters
(entries of the transition and observation probabilistic models) of a POMDP from
observations (Bilmes, 1997). The input for applying this method is an execution
trace, containing the sequence of actions-observations executed and collected by
the robot at each execution step t = 1, . . . , T (T is the total number of steps of the
execution trace):

trace = [o1, a1, o2, a2, . . . , ot , at , . . . , oT −1, aT −1, oT ]. (4)

The EM algorithm is a hill-climbing process that iteratively alternates two steps
to converge to a POMDP that locally best fits the trace. In the E-Step (expectation
step), probabilistic estimates for the robot states (locations) at the various time
steps are estimated based on the currently available POMDP parameters (in the
first iteration, they can be uniform matrixes). In the M-Step (maximization step),
the maximum likelihood parameters are estimated based on the states computed in
the E-step. Iterative application of both steps leads to a refinement of both, state
estimation and POMDP parameters.

The E-Step

This is a forward–backward process that, for estimating state st at time t , uses
previous to t data with a forward state propagation (the result is a probability
distribution αt(st )), and posterior to t data with a backward propagation (result-
ing in probability distribution βt (st )). The combination of these two distributions
provides a better estimation of the process state st (by means of a final distribution
γt(st ) = αt(st ) · βt (st )).

So, α(s) distributions are forwarded computed (from t = 1 to t = T ) using the
typical Markov localization updates (Equations (2) and (3)):

αt(s
′
t ) = p(s′

t |o1, a1, . . . , ot )

= η · p(ot |s′
t ) ·

∑

∀st−1∈S

p(s′
t |st−1, at−1) · αt−1(st−1) (5)

while β(s) distributions are backward computed (from t = T to t = 1) using a
similar based expression:

βt (st ) = p(s′
t |at , . . . , oT )

= η
∑

∀st∈S

p(s′
t+1|st , at ) · p(ot+1|s′

t+1) · βt+1(s
′
t+1). (6)



240 M. E. LÓPEZ ET AL.

Finally, γ (s) distributions are computed as the product of α(s) and β(s) distrib-
utions. Another useful distribution is a bidimensional one that represents at each
time t the probability of transition from st to s′

t+1, known as transition gamma
distribution γ (s, s′):

γt(s) = αt (s) · βt(s), (7)

γt(s, s
′) = αt(s) · p(s′|s, at ) · p(ot+1|s′) · βt+1(s

′). (8)

The M-Step

This step uses some frequency-counting re-estimation formulas to calculate the
improved POMDP (initial state probabilities, and transition and observation proba-
bilities). The overlined symbols represent the probabilities of the improved
POMDP:

Initial state distribution re-estimation: p̄(s1 = s) = γ1(s). (9)

Transition probabilities re-estimation:

p̄(s′|s, a) =
∑

t=1,...,T −1|at=a γt (s, s
′)

∑
t=1,...,T −1|at=a γt (s)

∀s, s′ ∈ S, a ∈ A. (10)

Observation probabilities re-estimation:

p̄(o|s) =
∑

t=1,...,T |ot=o γt (s)∑
t=1,...,T γt (s)

∀s ∈ S, o ∈ O. (11)

The limitations of the standard EM algorithm are well known. One of them is
that it converges to a local optimum, and so, the initial POMDP parameters have
some influence on the final learned POMDP. But the main disadvantage of this
algorithm is that it requires a large amount of training data. As the degrees of
freedom (settable parameters) increase, so does the need for training data. There are
some works proposing alternative approximations of the algorithm to lighten this
problem, such as (Koenig and Simmons, 1996) or (Liu et al., 2001). We propose a
new method that takes advantage of human–robot interfaces of assistant robots and
the specific structure of the POMDP model to reduce the amount of data needed
for convergence.

3. Markov Model for Global Navigation

The first step to define a POMDP model for robot global navigation is to establish a
topology for mapping the environment. Taking into account that the final objective
of the SIRAPEM navigation system is to direct the robot from one room to another
to perform guiding or service tasks, we discretize the environment into coarse-
grained regions (nodes) of variable size in accordance with the topology of the
environment, in order to make easier the planning task. As it’s shown in Figure 2
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Figure 2. Topological graph of an environment map.

for an environment example, only one node is assigned to each room, while the
corridor is discretized into thinner regions. The limits of these regions correspond
to any change in lateral features of the corridor (such as a new door, opening or
piece of wall).
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3.1. THE ELEMENTS OF THE MARKOV MODEL: STATES, ACTIONS AND

OBSERVATIONS

With this topology, states (S) of the Markov model are directly related to the nodes
of the topological graph. A single state corresponds to each room node, while four
states are assigned to each corridor node, one for each of the four orientations the
robot can adopt during corridor following.

The actions (A) selected to produce transitions from one state to another corre-
spond to local navigation behaviors of the robot. We assume imperfect actions, so
the effect of an action can be different of the expected one (this will be modeled by
the transition model T ). These actions are:

(1) “Go out room” (aO): to traverse door using sonar and visual information in
room states,

(2) “Enter room” (aE): only defined in corridor states oriented to a door,
(3) “Turn right” (aR): to turn 90◦ to the right,
(4) “Turn Left” (aL): to turn 90◦ to the left,
(5) “Follow Corridor” (aF): to continue through the corridor to the next state, and
(6) “No Operation” (aNO): used as a directive in the goal state.

The “Follow Corridor” action has a great influence in the final performance of
the localization and planning systems. While following corridors, the robot must
detect state transitions to update the belief about its position and select new actions
to reach the goal room (López et al., 2003a). To detect these transitions, sonar (that
reliably detects transitions with opened doors) and vision (that detects doorframes
to estimate the distance to travel to new states) information are combined. So,
the color of doors must be trained in each new environment, and its contrast with
color of walls directly affects the uncertainty associated with the “Follow Corridor”
action.

Finally, the observations (O) in our model come from the two sensorial sys-
tems of the robot: sonar and vision. In each state, the robot makes three kind of
observations:

(1) “Abstract Sonar Observation” (oASO). Each of the three nominal directions
around the robot (left, front and right) is classified as “free” or “occupied”
using sonar information, and an abstract observation is constructed from the
combination of the percepts in each direction (thus, there are eight possible
abstract sonar observations, as it’s shown in Figure 3(a)).

(2) “Landmark Visual Observation” (oLVO). Doors are considered as natural visual
landmarks, because they exist in all indoor environments and can be easily
segmented from the image using color (as it was said, previously trained)
and some geometrical restrictions. This observation is the extracted number
of doors in lateral walls from the image (see Figure 3(b)), and it reduces the
perceptual aliasing of sonar by distinguishing states at the beginning from
states at the end of a corridor. However, in long corridors, doors far away
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Figure 3. Observations of the proposed Markov model.

from the robot can’t be easily segmented from the image (this is the case of
image 2 of Figure 3(b)), and this is the reason why we introduce a third visual
observation.

(3) “Depth Visual Observation” (oDVO). As human–interaction robots have tall
bodies with the camera on the top, it’s possible to detect the vanishing ceiling
lines, and classify its length into a set of discrete values (in this case, we use
four quantification levels, as it’s shown in Figure 3(b)). This is a less sensitive
to noise observation than using floor vanishing lines (for example, less sen-
sitive to walking people influence), and provides complementary information
to oLVO.

Figure 3(b) shows two scenes of the same corridor from different positions, and
their corresponding oLVO and oDVO observations. It’s shown that these are obtained
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by means of very simple image processing techniques (color segmentation for
oLVO and edge detection for oDVO), and have the advantage, regarding correlation
techniques used in (Gechter et al., 2001) or (Regini et al., 2002), that they are less
sensitive to slight pose deviations within the same node.

As it was demonstrated in a previous publication (López et al., 2003a), the ad-
dition of the visual observations augments the observability of states. For example,
corridor states with an opened door on the left and a wall on the right produces
the same abstract sonar observation (oASO = 1) independently if they are at the
beginning or at the end of the corridor. However, the number of doors seen from
the current state (oLVO) allows distinguishing between these states.

Finally, POMDPs provide a natural way for using multisensorial fusion in their
observation models (p(o|s) probabilities). In this case, o is a vector composed by
the three proposed observations. Because these are independent observations, the
observation model can be simplified in the following way:

p(o|s) = p(oASO, oLVO, oDVO|s) = p(oASO|s)p(oLVO|s)p(oDVO|s). (12)

3.2. ACTION AND OBSERVATION UNCERTAINTIES

Besides the topology of the environment, it’s necessary to define some action and
observation uncertainties to generate the final POMDP model (transition and ob-
servation matrixes). A first way of defining these uncertainties is by introducing
some experimental “hand-made” rules (this method is used in (Koenig and Sim-
mons, 1998) and (Zanichelli, 1999)). For example, if a “Follow” action (aF) is
commanded, the expected probability of making a state transition (F) is 70%, while
there is a 10% probability of remaining in the same state (N = no action), a 10%
probability of making two successive state transitions (FF), and a 10% probability
of making three state transitions (FFF). Experience with this method has shown it
to produce reliable navigation. However, a limitation of this method is that some
uncertainties or parameters of the transition and observation models are not intu-
itive for being estimated by the user. Besides, results are better when probabilities
are learned to more closely reflect the actual environment of the robot. So, our
proposed learning module adjusts observation and transition probabilities with real
data during an initial exploration stage, and maintains these parameters updated
when the robot is performing another guiding or service tasks. This module, that
also makes easier the installation of the system in new environments, is described
in detail in the following sections.

4. Objectives and Overview of the Learning System

As it was said in the last section, the POMDP model is constructed from two
sources of information:
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Figure 4. Example of graph definition for the environment of Figure 2.

• The topology of the environment, represented as a graph with nodes and con-
nections. This graph fixes the states (s ∈ S) of the model, and establishes the
ideal transitions among them by means of logical connectivity rules.

• An uncertainty model, that characterizes the errors or ambiguities of actions
and observations, and together with the graph, makes possible to generate the
transition T and observation ϑ matrixes of the POMDP.

As it was indicated in Section 1.1, several recent works try to learn the struc-
ture (topology) of POMDP models from experimental data. These methods need
long training stages to produce reliable results, and have not been validated in
real robotic applications yet. Taking into account that a reliable graph is crucial
for the localization and planning systems to work properly, and the topological
representation proposed in this work is very close to human environment percep-
tion, we propose a manual introduction of the graph. To do this, the SIRAPEM
system incorporates an application to help the user to introduce the graph of the
environment (this step is needed only once when the robot is installed in a new
working domain, because the graph is a static representation of the environment).
After numbering the nodes of the graph (the only condition to do this is to as-
sign the lower numbers to room nodes, starting with 0), the connections in the
four directions of each corridor node must be indicated. Figure 4 shows an ex-
ample of the “Graph definition” application (for the environment of Figure 2),
that also allows to associate a label to each room. These labels will be identified
by the voice recognition interface and used as user commands to indicate goal
rooms.

Once defined the graph, the objective of the learning module is to adjust the
parameters of the POMDP model (entries of transition and observation matrixes).
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Figure 5. Steps for the introduction and learning of the Markov model of a new environment.

Figure 5 shows the steps involved in the POMDP generation of a new working
environment. The graph introduced by the designer, together with some predefined
initial uncertainty rules are used to generate an initial POMDP. This initial POMDP,
described in next section, provides enough information for corridor navigation dur-
ing an exploration stage, whose objective is to collect data in an optimum manner
to adjust the settable parameters (no the whole POMDP, as it will be also justi-
fied in next section) with minimum memory requirements and ensuring a reliable
convergence of the model to fit real environment data (this is the active learn-
ing stage). Besides, during normal working of the navigation system (performing
guiding tasks), the learning module carries on working (passive learning stage),
collecting actions and observations to maintain the parameters updated in the face
of possible changes.
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5. Settable Parameters and Initial POMDP Compilation

A method used to reduce the amount of training data needed for convergence of
the EM algorithm is to limit the number of model parameters to be learned. There
are two reasons because some parameters can be excluded off the training process:

• Some parameters are only robot dependent, and don’t change from one en-
vironment to another. Examples of this case are the errors in turn actions
(that are nearly deterministic due to the accuracy of odometry sensors in short
turns), or errors of sonars detecting “free” when “occupied” or vice versa.

• Other parameters directly depend on the graph and some general uncertainty
rules, being possible to learn the general rules instead of its individual entries
in the model matrixes. This means that the learning method constrains some
probabilities to be identical, and updates a probability using all the informa-
tion that applies to any probability in its class. For example, the probability of
losing a transition while following a corridor can be supposed to be identical
for all states in the corridor, being possible to learn the general probability
instead of the particular ones.

Taking these properties into account, Table I shows the uncertainty rules used to
generate the initial POMDP in the SIRAPEM system. Figure 6 shows the process of
initial POMDP compilation. Firstly, the compiler automatically assigns a number
(ns) to each state of the graph as a function of the number of the node to which
it belongs (n) and its orientation within the node (head = {0(right), 1(up), 2(left),
3(down)}) in the following way (n_rooms being the number of room nodes):

Room states: ns = n.

Corridor states: ns = n_rooms + (n − n_rooms) ∗ 4 + head.

Finally, the compiler generates the initial transition and observation matrixes using
the predefined uncertainty rules. Settable parameters are shown over gray back-
ground in Figure 6, while the rest of them will be excluded of the training process.
The choice of settable parameters is justified in the following way:

(a) Transition probabilities. Uncertainties for actions “Turn Left” (aL), “Turn
Right” (aR), “Go out room” (aO) and “Enter room” (aE) depends on odometry
and the developed algorithms, and can be considered environment indepen-
dent. However, the “Follow corridor” (aF) action highly depends on the ability
of the vision system to segment doors color, that can change from one environ-
ment to another. As a pessimistic initialization rule, we use a 70% probability
of making the ideal “follow” transition (F), and 10% probabilities for autotran-
sition (N), and two (FF) or three (FFF) successive transitions, while the rest of
possibilities are 0. However, these probabilities will be adjusted by the learning
system to better fit real environment conditions. In this case, instead of learning
each individual transition probability, the general rule (values for N, F, FF and
FFF) will be trained (so, transitions that initially are 0 will be kept unchanged).
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Table I. Predefined uncertainty rules for constructing the initial POMDP model

The new learned values are used to recompile the rows of the transition matrix
corresponding to corridor states aligned with corridor directions (the only ones
in which the “Follow Corridor” action is defined).

(b) Observation probabilities. The Abstract Sonar Observation can be derived
from the graph, the state of doors, and a model of the sonar sensor charac-
terizing its probability of perceiving “occupied” when “free” or vice versa.
The last one is no environment dependent, and the state of doors can change
with high frequency. So, the initial model contemplates a 50% probability for
states “closed” and “opened” of all doors. During the learning process, states
containing doors will be updated to provide the system with some memory
about past state of doors. Regarding the visual observations, it’s obvious that
they are not intuitive for being predefined by the user or deduced from the
graph. So, in corridor states aligned with corridor direction, the initial model
for both visual observations consists of a uniform distribution, and the prob-
abilities will be later learned from robot experience during corridor following
in the exploration stage.
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Figure 6. Initial POMDP compilation, and structure of the resulting transition and observation
matrixes. Parameters over gray background will be adjusted by the learning system.

As a resume, the parameters to be adjusted by the learning system are:

• the general rules N, F, FF and FFF for the “Follow Corridor” action. Their
initial values are shown in Table I;
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• the probabilities for the Abstract Sonar Observation of corridor states in which
there is a door in left, right or front directions (to endow the system with some
memory about past door states, improving the localization system results).
Initially, it’s supposed a 50% probability for “opened” and “closed” states. In
this case, the adjustment will use a low gain because the state of doors can
change with high frequency;

• the probabilities for the Landmark Visual Observation and Deep Visual Ob-
servation of corridor states aligned with corridor direction, that are initialized
as uniform distributions.

6. Training Data Collection

As it has been said, the main disadvantage of the EM algorithm is the large amount
of data required for convergence, that is conditioned by the limited memory re-
sources of the on-board robot computer. Models with a high number of states
(such as models used in navigation systems) need large amounts of memory, not
only to store training data, but also the alfa, beta and gamma distributions used
by the algorithm. Besides, in order to the algorithm to converge properly, and
taking into account that EM is in essence a frequency-counting method, the ro-
bot needs to traverse several times the whole environment to obtain the training
data. Given the relative slow speed at which mobile robots can move, it’s desirable
that the learning method learns good POMDPs with as few corridor traversals as
possible.

To reduce the memory requirements, we take advantage of the strong topologi-
cal restrictions of our POMDP model in two ways:

• All the parameters to be learned (justified in the last section) can be obtained
during corridor following by sequences of “Follow Corridor” actions. So, it’s
not necessary to alternate other actions in the execution traces, apart from turn
actions needed to start the exploration of a new corridor (that in any case will
be excluded off the execution trace).

• States corresponding to different corridors (and different directions within
the same corridor) can be broken up from the global POMDP to obtain re-
duced sub-POMDPs. So, a different execution trace will be obtained for each
corridor and each direction, and only the sub-POMDP corresponding to the
involved states will be used to calculate de EM algorithm, reducing in this
way the memory required to store training data, and alfa, beta and gamma
matrixes.

As it was shown in Figure 5, there are two learning modes, that also differ in
the way in which data is collected: the active learning mode during an initial
exploration stage, and the passive learning mode during normal working of the
navigation system. They are explained in the following subsections:
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(a) Supervised Active Learning. Corridors Exploration

The objective of this exploration stage is to obtain training data in an optimized way
to facilitate the initial adjustment of POMDP parameters, reducing the amount of
data of execution traces, and the number of corridor traversals needed for conver-
gence. The distinctive features of this exploration process are:

• The objective of the robot is to explore (active learning), and so, it indepen-
dently moves up and down each corridor, collecting a different execution trace
for each direction. Each corridor is traversed the number of times needed for
the proper convergence of the EM algorithm (in the results section it will be
demonstrated that the number of needed traversals ranges from 3 to 5).

• We introduce some user supervision in this stage, to ensure and accelerate
convergence with a low number of corridor traversals. This supervision can
be carried out by a non-expert user, because it consists in answering some
questions the robot formulates during corridor exploration, using the speech
system of the robot. To start the exploration, the robot must be placed in any
room of the corridor to be explored, whose label must be indicated with a talk
as the following:

Robot: I’m going to start the exploration. ¿Which is the initial room?

Supervisor: dinning room A

Robot: Am I in dinning room A?

Supervisor: yes

With this information, the robot initializes its belief Bel(S) as a delta dis-
tribution centered in the known initial state. As the initial room is known,
states corresponding to the corridor to be explored can be extracted from the
graph, and broken up from the general POMDP as it’s shown in Figure 7.
After executing an “Out Room” action, the robot starts going up and down
the corridor, collecting the sequences of observations for each direction in
two independent traces (trace 1 and trace 2 of Figure 7). Taking advantage of
the speech system, some “certainty points” (CPs) are introduced in the traces,
corresponding to initial and final states of each corridor direction. To obtain
these CPs, the robot asks the user “Is this the end state of the corridor?” when
the belief of that final state is higher than a threshold (we use a value of 0.4).
If the answer is “yes”, a CP is introduced in the trace (flag cp = 1 in Figure 7),
the robot executes two successive turns to change direction, and introduces
a new CP corresponding to the initial state of the opposite direction. If the
answer is “no”, the robot continues executing “Follow Corridor” actions. This
process is repeated until traversing the corridor a predefined number of times.

Figure 7 shows an example of exploration of the upper horizontal corridor of
the environment of Figure 2, with the robot initially in room 13. As it’s shown, an
independent trace is stored for each corridor direction, containing a header with
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Figure 7. Example of exploration of one of the corridors of the environment of Figure 2
(involved nodes, states of the two execution traces, and stored data).

the number of real states contained in the corridor, its numeration in the global
POMDP, and the total number execution steps of the trace. The trace stores, for
each execution step, the reading values of ASO, LVO and DVO, the “cp” flag
indicating CPs, and their corresponding “known states”. These traces are the inputs
for the EM-CBP algorithm shown in the next section.

This is no the first work that takes advantage of human intervention during
the exploration stage to improve a learned probabilistic map. Another successful
system is that proposed by (Thrun, Burgard and Fox, 1998), in which a human
expert tele-operates the robot during exploration, pushing a button whenever it
reaches a significant place. This makes easier to acquire a landmark-based met-
ric map of a new environment, using the EM algorithm to concurrent localization
and mapping. The topological representation proposed in this work gives several
advantages regarding Thrun’s work. The first one is that the graph and predefined
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uncertainty rules provide and initial POMDP model with enough information to
allow the robot to autonomously navigate during the exploration stage, avoiding
the user tele-operation. Besides, the proposed system is not landmark-based, but
transition-based. These transitions are inherent to the local navigation schemes, and
avoid the necessity of introducing a certainty point in all states (whereas in Thrun’s
work a button should be pressed with high probability in all significant places).
In second place, the speech interface used in this work is much more intuitive
that pushing a button. So, the human doesn’t act as a teacher, but as a non-expert
assistant of the robot during exploration. Finally, in Thrun’s work significant places
are indistinguishable, and so they are not exploited by the learning module. In this
work, certainty points are turned into known places that are used to improve the
learning algorithm, as it’s shown in Section 7.

(b) Unsupervised Passive Learning

The objective of the passive learning is to keep POMDP parameters updated during
the normal working of the navigation system. These parameters can change, mainly
the state of doors (that affects the Abstract Sonar Observation), or the lighting
conditions (that can modify the visual observations or the uncertainties of “Follow
Corridor” actions). Because during the normal working of the system (passive
learning), actions are not selected to optimize execution traces (but to guide the
robot to goal rooms), the standard EM algorithm must be applied. Execution traces
are obtained by storing sequences of actions and observations during the navigation
from one room to another. Because they usually correspond to only one traversal of
the route, sensitivity of the learning algorithm must be lower in this passive stage,
as it’s explained in the next section.

7. EM-CBP Algorithm

The EM with Certainty Break Points (EM-CBP) algorithm proposed in this section
can be applied only in the active exploration stage, with the optimized execution
traces. In this learning mode, an execution trace corresponds to one of the directions
of a corridor, and involves only “Follow Corridor” actions.

The first step to apply the EM-CBP to a trace is to extract the local POMDP
corresponding to the corridor direction from the global POMDP, as it’s shown in
Figure 8. To do this, states are renumbering from 0 to n − 1 (n being the number
of real states of the local POMDP). The local transition model Tl contains only the
matrix corresponding to the “Follow Corridor” action (probabilities p(s′|s, aF),
whose size for the local POMDP is (n − 1) × (n − 1), and can be constructed
from the current values of N, F, FF and FFF uncertainty rules (see Figure 8). The
local observation model ϑl also contains only the involved states, extracted from
the global POMDP, as it’s shown in Figure 8.

The main distinguishing feature of the EM with Certainty Break Points algo-
rithm is that it inserts delta distributions in alfa and beta (and so, gamma) distrib-
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Figure 8. Extraction of the local POMDP corresponding to one direction of the corridor to be
explored.

utions corresponding to time steps with certainty points. This makes the algorithm
to converge in a more reliable and fast way with shorter execution traces (and so,
less corridor traversals) than the standard EM algorithm, as will be demonstrate in
the results section.

Figure 9 shows the pseudocode of the EM-CBP algorithm. The expectation and
maximization steps are iterated until convergence of the estimated parameters. The
stopping criteria is that all the settable parameters remain stable between iterations
(with probability changes lower than 0.05 in our experiments).

The update equations shown in Figure 9 (items 2.4 and 2.5) differ from Equa-
tions (10) and (11) in that they use Baye’s rule (Dirichlet distributions) instead
of frequencies. This is because, although both methods produce asymptotically
the same results for long execution traces, frequency-based estimates are not very
reliable if the sample size is small. So, we use the factor K (K > 0) to indicate
the confidence in the initial probabilities (the higher the value, the higher the con-
fidence, and so, the lower the variations in the parameters). Note that the original
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Figure 9. Pseudo-code of the EM-CBP algorithm.

re-estimation formulas (10) and (11) are a special case with K = 0. Similarly,
leaving the transition probabilities unchanged is a special case with K → ∞.

In practice, we use different values of K for the different settable parameters.
For example, as visual observations are uniformly initialized, we use K = 0 (or low
values) to allow convergence with a low number of iterations. However, the adjust-
ment of Abstract Sonar Observations corresponding to states with doors must be
less sensitive (we use K = 100), because the state of doors can easily change, and
all the probabilities must be contemplated with relative high probability. During
passive learning we also use a high value of K (K = 500), because in this case
the execution traces contain only one traversal of the route, and some confidence
about previous values must be admitted.

The final step of the EM-CBP algorithm is to return the adjusted parameters
from the local POMDP to the global one. This is carried out by simple replacing the
involved rows of the global POMDP with their corresponding rows of the learned
local POMDP.
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Figure 10. Diagram of test platforms: real robot and simulator.

8. Experimental Results

To validate the proposed learning system, demonstrate its advantage respect to
standard EM based implementations, and test the effect of the different involved
parameters, some experimental results are shown. Because some statistics must
be extracted to test some features of the learning system, and it’s also necessary
to validate the methods in real robotic platforms and environments, two kind of
experiments are shown. Firstly, we show some results obtained with a simulator
of the robot, in order to extract some statistics without making long tests with the
real robotic platform. The simulation platform used in this experiments (shown in
Figure 10) is based on Saphira commercial software (Konolige and Myers, 1998)
provided by ActivMedia robotics, that includes a very realistic robot simulator,
that very closely reproduces real robot movements and ultrasound noisy measures
on a user defined map. A visual 3D simulator using OpenGL software has been
added to incorporate visual observations. Besides, to test the algorithms in extreme
situations, we have incorporated to the simulator some methods to increase the
non-ideal effect of actions, and noise in observations (indeed, these are higher
that in real environment tests). So, simulation results can be reliably extrapolated
to extract realistic conclusions about the system. Finally, we’ll also show some
experiments carried out with the real robot of the SIRAPEM project in one of the
corridors of the Electronics Department, in order to validate the learning system on
a real robotic platform.

The objective of the first simulation experiment is to learn the Markov model of
the sub-POMDP corresponding to the upper horizontal corridor of the environment
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Table II. Ideal local model to be learned for upper horizontal corridor of Figure 2

of Figure 2, going from left to right (so, using only the trace 1 of the corridor).
Although the global graph yields a POMDP with 94 states, the local POMDP
corresponding to states for one direction of that corridor has 7 states (renumbered
from 0 to 6), and so, the sizes of the local matrixes are: 7 × 7 for the transition
matrix p(s′|s, aF), 7 × 4 for the Deep Visual Observation matrix p(oDVO|s), and
7 × 8 for the Abstract Sonar Observation matrix p(oASO|s). The Landmark Visual
Observation has been excluded off the simulation experiments to avoid overload-
ing the results, providing similar results to the Deep Visual Observation. In all
cases, the initial POMDP was obtained using the predefined uncertainty rules of
Table I. The simulator establishes that the “ideal” model (the learned model should
converge to it) is that shown in Table II. It shows the “ideal” D.V.O. and A.S.O.
for each local state (A.S.O. depends on doors states), and the simulated non-ideal
effect of “Follow Corridor” action, determined by uncertainty rules N = 10%, F =
80%, FF = 5% and FFF = 5%.

In the first experiment, we use the proposed EM-CBP algorithm to simultane-
ously learn the “follow corridor” transition rules, D.V.O. observations, and A.S.O.
observations (all doors were closed in this experiment, being the worst case, be-
cause the A.S.O. doesn’t provide information for localization during corridor fol-
lowing). The corridor was traversed 5 times to obtain the execution trace, that
contains a CP at each initial and final state of the corridor, obtained by user super-
vision. Figure 11 shows the learned model, that properly fits the ideal parameters of
Table II. Because K is large for A.S.O. probabilities adjustment, the learned model
still contemplates the probability of doors being opened. The graph on the right
of Figure 11 shows a comparison between the real states that the robot traversed
to obtain the execution trace, and the estimated states (maximum gamma values)
using the learned model, showing that the model properly fits the execution trace.

Figure 12 shows the same results using the standard EM algorithm, without
certainty points. All the conditions are identical to the last experiment, but the
execution trace was obtained by traversing the corridor 5 times with different and
unknown initial and final positions. It’s shown that the learned model is much
worse, and its ability to describe the execution trace is much lower.

Table III shows some statistical results (each experiment was repeated ten times)
about the effect of the number of corridor traversals contained in the execution
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Figure 11. Learned model for upper corridor of Figure 2 using the EM-CBP algorithm.

Figure 12. Learned model for upper corridor of Figure 2 using the standard EM algorithm.

Table III. Statistical results about the effect of corridor traversals and state of doors

trace, and the state of doors, using the EM-CBP and the standard EM algorithms.
Although there are several measures to determine how well the learning method
converges, in this table we show the percentage of faults in estimating the states
of the execution trace. Opened doors clearly improve the learned model, because
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Figure 13. Experiments with the real robot, comparing position estimation with the initial
“hand-made” POMDP and the learned POMDP: (a) with doors 1 and 2 opened; (b) with all
doors closed.

they provide very useful information to estimate states in the expectation step of
the algorithm (so, it’s a good choice to open all doors during the active exploration
stage). As it’s shown, using the EM-CBP method with all doors opened provides
very good models even with only one corridor traversal. With closed doors, the
EM-CBP needs between 3 and 5 traversals to obtain good models, while standard
EM needs around 10 to produce similar results. In our experiments, we tested that
the number of iterations for convergence of the algorithm is independent of all
these conditions (number of corridor traversals, state of doors, etc.), ranging from
7 to 12.

A final simulated experiment is shown, whose objective is to demonstrate the
advantages of using a learned model instead of a “hand-made” one. Firstly, we
used the EM-CBP algorithm with a 5 traversals execution trace to obtain a learned
model of the corridor (in this exploration stage, only doors of rooms 1 and 2 where
opened). After that, we placed the robot in several random positions within the
corridor, and tested the localization system using the initial “hand-made” POMDP,
and the learned one. Figure 13(a) shows the results of 5 corridor traversals (they
are linked together in only one trace) in which doors 1 and 2 remained opened. It
can be seen how the learned model correctly estimates all states, while the initial
POMDP has several fails. To obtain the results of Figure 13(b), all doors were
closed. In this case, the initial POMDP has poor information (for example, about
visual observations) to estimate states, while the learned POMDP still performs
very well (only one state is not correctly estimated).

Although the environment of the last experiments can seem relatively sim-
ple, more complicated environments provide similar results because the proposed
method always extracts local POMDPs of corridors. Average length (in number of
states) of corridors in typical office environments ranges from 5 to 20, and for these
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Figure 14. (a) Map of one of the corridors of the Electronics Department of the University of
Alcalá; (b) corresponding topological graph; (c) view of the robot exploring the corridor.

values the number of traversals needed for convergence remains small (from 3 to 5
traversals).

To validate the learning system in larger corridors and real conditions, we show
the results obtained with SIRA learning the model of one of the corridors of the
Electronics Department of the University of Alcalá. Figure 14 shows the corri-
dor map and its corresponding graph (with 71 states). The local POMDP of each
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Figure 15. Comparison of the mean entropy of the belief distribution using different models
of the corridor to localize the robot in two evaluation trajectories.

corridor direction contains 15 states. Figure 14(c)) shows a view of the robot nav-
igating along the corridor during exploration. In these experiments, some people
were continuously walking along the corridor to test the robustness of the learning
system in real and dynamic environment conditions. To accelerate convergence, all
doors were kept opened during the active exploration stage. We evaluated several
POMDP models, obtained in different ways:

• The initial model generated by the POMDP compiler, in which visual obser-
vations of corridor aligned states are initialized with uniform distributions.

• A “hand-made” model, in which visual observations were manually obtained
(placing the robot in the different states and reading the observations).

• Several learned POMDP models (using the EM-CBP algorithm), with differ-
ent number of corridor traversals (from one to nine) during exploration.

Two “evaluation trajectories” were executed using these different models to local-
ize the robot. In the first one, the robot crossed the corridor with unknown initial
position and all doors opened, and in the second one, all doors were closed. The
localization system was able to global localize the robot in less than 5 execution
steps in both cases with all models. However, the uncertainty of the belief distri-
bution was higher with worse models. Figure 15 shows the mean entropy of the
belief distribution for all the evaluation trajectories. The “initial POMDP model”
is the worst, because it doesn’t incorporate information about visual observations.
The learned model with one corridor traversal is not better that the “hand-made”
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one, but from two traversals, the obtained entopy and easy installation justifies
the usage of the learning module. It can also be deduced that a good number
of corridor traversals ranges from 2 to 4 in this case, because later adjustments
of the model can be carried out during “active exploration”. Because all doors
were opened during exploration, as the number of corridor traversals increases,
so does the evidence about opened doors in the model and so, the uncertainty in
the “evaluation trajectory” with opened doors decreases, while in that with closed
doors increases. So, the model adapts this kind of environment changes.

The time required for exploring one corridor with three traversals was about
5 minutes (with a medium speed of 0.3 m/s). The computation time of the EM-
CBP algorithm, using the onboard PC of the robot (a 850 MHz Pentium III) was
62 ms. These times are much lower that the ones obtained in Thrun’s work (Thrun,
Burgard and Fox, 1998), in which for learning a metric map of an environment of
60×60 meters (18 times larger than our corridor), an exploration time of 15 minutes
and computation time of 41 minutes were necessary.

9. Discussion and Future Work

The proposed navigation system, based on a topological representation of the
world, allows the robot to robustly navigate in corridor and structured environ-
ments. This is a very practical issue in assistance applications, in which robots
must perform guidance missions from room to room in environments typically
structured in corridors and rooms, such as hospitals or nursing homes. Although
the topological map consists of very simple and reduced information about the
environment, a set of robust local navigation behaviors (the actions of the model)
allow the robot to locally move in corridors, reacting to sensor information and
avoiding collisions, without any previous metric information. Navigation inside
rooms is also performed by means of local navigation behaviours based on people
searching and following, that are out of the scope of this paper.

Another important subject in robot navigation is robustness in dynamic envi-
ronments. It is demonstrated that topological representations are more robust to
dynamic changes of the environment (people, obstacles, doors state, etc.) because
they are not modeled in the map. In this case, in which local navigation is also
based on an extracted local model of the corridor, the system is quite robust to
people traversing the corridor. People are another source of uncertainty in actions
and observations, that is successfully treated by the probabilistic transition and
observation models. Regarding doors state, the proposed learning module adapts
the probabilities to its real state, making the system more robust to this dynamic
aspect of the environment.

In order to improve the navigation capabilities of the proposed system, we are
working on several future work lines. The first one is to enlarge the action and ob-
servation sets to navigate in more complex or generic environments. For example,
to traverse large halls or unstructured areas, a “wall-following” or “trajectory-



A HUMAN–ROBOT COOPERATIVE LEARNING SYSTEM 263

following” action would be useful. Besides, we are also working on the incor-
poration of new observations from new sensors, such as a compass (to discriminate
the four orientations of the graph) and a wireless signal strengh sensor. Enlarging
the model doesn’t affect the proposed global navigation algorithms. Regarding the
learning system, future work is focused on automatically learning the POMDP
structure from real data, making even easier the installation process.

10. Conclusion

This paper presents the learning module of a POMDP based navigation system
for assistant robots. The objective is to cope with practical issues of this kind
of applications, developing a learning system that makes easier the installation
and configuration of the robot in new working environments. To do this, we take
advantage of the specific topology of the Markov model, and the features of the
settable parameters, that make possible to adjust the parameters of the transition
and observation matrixes by independently traversing each corridor of the environ-
ment. So, a local POMDP of each corridor can be extracted, reducing the size of
matrixes that take part in the EM algorithm. Besides, some “certainty points” are
introduced by minimal user supervision (using the speech interface), also reducing
the number of corridor traversals needed for convergence of the algorithm.

The system has been validated on a robotic platform navigating in real envi-
ronments, and the parameters are correctly adjusted after a few (depending on the
corridor length) corridor traversals, always quite less than when using standard
EM implementations. Although some assumptions are made to derive the EM-CBP
algorithm, all of them are satisfied in the working environments of assistant robots,
making this learning method a good practical choice in this kind of navigation
applications.
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